Addressing harmful online content

A perspective from broadcasting and on-demand standards regulation
About this document

In the UK and around the world, a debate is underway about whether regulation is needed to address a range of problems that originate online, affecting people, businesses and markets. The UK Government has announced its intention to legislate to improve online safety and intends to publish a White Paper this winter. In July the Digital, Culture, Media and Sport (DCMS) Committee of the House of Commons published an interim report on disinformation and ‘fake news’, recommending that “the Government uses the rules given to Ofcom under the Communications Act to set and enforce contents standards for television and radio broadcasters, [...] as a basis for setting standards for online content.”

This discussion document is intended as a contribution to that debate, drawing on our experience of regulating the UK’s communications sector, and broadcasting in particular. It draws out the key lessons from the regulation of content standards – for broadcast and on-demand video services – and the insights that these might provide to policy makers into the principles that could underpin any new models for addressing harmful online content.
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1. Summary

This paper sets out a contribution to the debate over how people might be protected from online harm. We discuss how lessons from the regulation of standards in broadcasting might help to inform policymakers as they consider policy options. Ofcom is the UK’s communications regulator, overseeing content standards in broadcasting and on-demand video, such as the BBC iPlayer, ITV Hub or Amazon Prime. As a statutory regulator, we have no view as to any institutional arrangements that might flow from these policy considerations.

The internet has revolutionised how people communicate and access news, entertainment and other media, creating an increasingly converged communications market, with the major UK communications companies increasingly in the business of telecoms, content and online distribution.

Innovation in online services has delivered major benefits to individuals and society. But there is an intensifying, global debate over how to address the various problems that people experience online. Issues include:

- people’s exposure to harmful content and conduct;
- privacy and use of personal data;
- the growth in cyber-crime;
- concerns with the ways in which online businesses compete, and the impact of this on innovation, investment and consumer choice; and
- the potential effects on content production, including journalism, and media plurality.

Issues related to harmful content and conduct – including illegal and age-inappropriate content, misleading political advertising, ‘fake news’ and bullying – are particular areas of focus. The UK Government has said it will legislate to improve internet safety. The UK Parliament’s Digital, Culture, Media and Sport (DCMS) Committee has published an interim report on disinformation and ‘fake news’, which includes a recommendation that existing broadcasting standards be used as the basis for new online standards. New European legislation will extend some protections to activities of video sharing platforms like YouTube for the first time. The major online platforms have introduced a range of initiatives aimed at protecting their users from harmful content, although concerns remain around the consistency and effectiveness of these measures.

This debate focuses on online platforms, including video-sharing sites, social media networks and search engines. It therefore covers a wide range of online content – from ‘TV-like’ content published online by established media organisations, to individual posts or tweets from members of the public.

The regulatory regime covering online content has evolved in recent years, but there are still significant disparities in whether and how online content is regulated. The boundaries between broadcasting and the online world are being redrawn, with implications for whether the public understands what level of protection applies when using online services.

---

This discussion document considers some lessons, drawn from our experience as the regulator of broadcast and on-demand content, which might inform the design of any future regulatory regime for online content. We also identify some key challenges involved in transposing experiences from broadcasting regulation into online.

Alongside this paper, we are publishing new research conducted jointly with the Information Commissioner’s Office (ICO) on people’s experience of online safety issues. It found that seven in ten UK adult internet users report concerns about harmful content or conduct online, and a quarter say they have directly experienced some level of harm.

Key lessons from Ofcom’s experience

Existing frameworks could not be transferred wholesale to the online world. We discuss specific challenges presented online, and how they might affect regulation - including:

- **Scale**: the sheer volume of text, audio and video generated or shared by online platforms is far beyond that available on broadcast television and radio.
- **Variety of content types, voices and opinions**: the diversity of types of content available online is much broader than that of traditional broadcast content and includes user generated content and conversations between people.
- **Role in content creation**: many online platforms do not create or commission the content that is accessed by their users, although they do have a role in determining what users see.
- **Service variety and innovation**: the nature and features of online platform services vary widely, including the level of control over what content users see.
- **Multinational nature of online platform operators**: many platform operators are not based in the UK, which may have implications for enforcement.

Audience expectations and context differ between broadcasting and online. In some areas, people’s expectation of protection online maps closely to the standards that apply to broadcasting – the protection of minors, protection from illegal content and from a range of other harmful content and conduct. There are certain broadcasting standards – such as those for impartiality and accuracy – that might be undesirable or impractical to introduce online in the same way. Alternative approaches might focus on transparency, e.g. platforms making clear to users where news content comes from and whether it can be trusted.

However, certain principles from broadcasting regulation could be relevant as policymakers consider issues around online protection:

- **Protection and assurance** against harmful content and conduct.
- **Upholding freedom of expression**.
- **Adaptability over time** to allow for changing consumer behaviour and expectations, and innovation by industry to adjust how it can best protect its users.
- **Transparency**, both in terms of which services are regulated and of the rules underpinning the regulatory regime.
- **Enforcement** against bad behaviour, through proportionate and meaningful sanctions.
- **Independence** of decision-making that builds credibility and public trust.
We are engaging with fellow regulators whose duties – like ours – touch on the internet, to ensure our respective work programmes around potential online harms are coordinated. We will hold a conference in the first part of 2019 for UK and international regulators which have remits and expertise in these issues. We are working particularly closely with the ICO and the Competition and Markets Authority (CMA) and we are developing a joint programme of work and research with the ICO.
2. Introduction

As the UK’s converged communications regulator, Ofcom oversees telecommunications, post, broadcast TV and radio, and has duties in relation to broadcast advertising. We regulate certain online video services, including on-demand services such as Amazon Prime. We have a statutory duty to promote media literacy, under which we carry out research into people’s use of – and attitudes towards – various communications services, including online services such as social media and video sharing platforms; and we have some duties around media plurality. This remit reflects the increasing convergence of the companies and markets that we regulate.

In recent years, a wide-ranging, global debate has emerged about the risks faced by online users and how regulation should respond to this. Our research shows that the public has concerns about a wide range of issues, including harmful content, privacy and security. The UK Government has said it will publish a White Paper on online safety this winter, and several Parliamentary committees are carrying out related inquiries.

This discussion document is intended as a contribution to current policy discussions, drawing on our experience of broadcasting regulation and our research. We hope that it will be a useful input to policymakers in the UK and abroad, and to regulatory forums such as the European Regulators Group for Audiovisual Media Services (ERGA). As a statutory regulator, we have no view as to any institutional arrangements that might flow from these policy considerations.

The rest of the paper is structured as follows:

- **Section 3** discusses the growing and multifaceted public debate about online harms – including, but not limited to, harms related to online content.
- **Section 4** discusses the current regulatory regime that applies to content-related harms within traditional media and online, as well as the debate on how regulation should evolve.
- **Section 5** details experience from broadcast and on-demand content regulation, highlighting key aspects that may be relevant in an online context; we also discuss challenges involved in transposing broadcasting experience into online.
- **Section 6** sets out some initial thoughts on online regulation, drawing on our considerations in the previous section; we outline some high-level principles that could be relevant for policymakers, and some insights, informed by our consumer research, on standards that might be set by Parliament for online harms.
- **Section 7** outlines our next steps.

---

3 We also regulate broadcasters’ online live streams; catch-up services such as All4; and certain YouTube channels.
4 We set out current policy activities in Annex A1, p 29.
3. The public debate around online harms

The public’s increasing use of online services has sparked a wide-ranging debate about online harms

The internet has delivered major benefits to individuals and society. More than 3.3 billion people worldwide use the internet, up by 70% since 2010, and this number is predicted to increase to 4.6 billion by 2021. In 2017, the 88% of UK adults who used the internet spent an average of 24 hours online each week. This is almost double the amount of time spent online in 2007.

The internet’s free and open nature is a vehicle for innovation that has enabled new business models and ways of delivering information and content, under relatively little specific regulatory oversight. It has never been easier or cheaper to communicate, or to produce and share content with others, and to do so at scale. Many valued online services are available at a lower price than their traditional equivalents and many are free at the point of use.

But these benefits have come at a price. New research conducted for Ofcom and the ICO, published alongside this document, reveals that 79% of adult internet users have concerns about going online. Specifically, among UK adult internet users:

- around seven in ten (69%) report concerns about harmful content or conduct online, with around a quarter (26%) saying they have personally experienced some form of harm;
- over half (58%) are concerned about control over personal data and privacy, with over a quarter (28%) reporting experiencing harm; and
- over half (54%) are concerned about hacking and security, with a quarter (25%) reporting having been harmed.

Around the world, regulators and policymakers are taking steps to understand and address these and other issues. Concerns broadly fall into the following categories:

- **Harmful content and conduct** are the focus of multiple policy initiatives, including a revision of the European-wide Audiovisual Media Services (AVMS) Directive that will bring a degree of regulation in the EU (including, when implemented, in the UK) to video sharing platforms such as YouTube. Several countries including Germany and Australia have enacted new legislation. In the UK, the Government has committed to publishing a White Paper on its Internet Safety Strategy, which will include proposals for legislation to protect consumers from online harms including abusive conduct; in addition, the House of Commons DCMS Committee published an

---


8 Ofcom/ICO Internet users’ experience of harm online: summary of survey research, 18 September 2018

9 The Government has indicated its intention to reach an agreement with the EU that includes an implementation period (the ‘transition’ period), such that these new rules will be transposed into UK legislation notwithstanding the UK’s exit from the EU (see Chapter 3, the Department for Exiting the European Union white paper, July 2018, ‘Legislating for the Withdrawal Agreement between the United Kingdom and the European Union’).
interim report on disinformation and ‘fake news’. Further details on these various initiatives can be found in the Annex.

- The General Data Protection Regulation (GDPR) has set common rules within the European Economic Area (EEA) on how organisations and individuals can collect, process and store personal data. Regulators in the UK, France, Germany and elsewhere have undertaken enforcement action and investigations around data protection. One example is the UK ICO’s investigation into the use of data analytics in political campaigns.

- The cyber-security and resilience of internet infrastructure has been addressed in recent legislation,10 which aims to improve the overall security and resilience of networks across the EU.

- Policymakers are considering the competitive dynamics of online markets, amid wider concerns from academics and other experts.11 In the UK, the Treasury has appointed an expert panel to examine the UK’s competition regime in the context of the digital economy, feeding into a Government review of competition law.12 In June 2018, the US Federal Trade Commission announced hearings into whether “broad-based changes in the economy, evolving business practices, new technologies, or international developments might require adjustments to competition and consumer protection enforcement law, enforcement priorities, and policy”.13 In June 2017, the European Commission concluded that Google had “abused its market dominance as a search engine by giving an illegal advantage to another Google product, its comparison shopping service”,14 and in July 2018 that Google had abused its dominance by imposing “illegal restrictions on Android device manufacturers and mobile network operators to cement its dominant position in general internet search”.15 The EU Commission16 also recently proposed regulation on “promoting fairness and transparency for business users of online intermediation services”, together with the creation of an Observatory on the online platform economy.

- The relationship between online platforms and content publishers is another area of policy discussion. In the UK, the Cairncross Review, commissioned by the Government and reporting in early 2019, is looking17 at commercial relationships between online platforms and news publishers, among other things. In broadcasting, Ofcom recently consulted on the ease with which viewers can find public service broadcasting channels on their electronic TV guides. In the light of new duties in the Digital Economy Act (DEA),18 we are also seeking views on whether the

---

10 The Security of Network & Information Systems Regulations (NIS Regulations) place legal obligations on providers to protect UK critical services by improving cyber-security. For example, as a result of the NIS Regulations, Ofcom has powers to regulate the security and resilience of certain ‘critical’ components of the internet’s infrastructure, such as parts of the Domain Name System.


18 The DEA 2017 introduced a duty for Ofcom to report on the provision by electronic programme guides of information about linear and video-on-demand (VOD) public service broadcasting services (section 95 DEA 2017).
current rules requiring these channels to be prominent on traditional TV platforms should be extended to online services and, if so, which online services should be in scope. In Australia, competition authorities are looking into the effect that digital search engines, social media platforms and other digital content aggregation platforms have on competition in media and advertising services markets.

- **Online copyright and intellectual property protection** remain on-going concerns for publishers and content creators. Research suggests that pirated and unauthorised copyright material is available through a variety of online services, ranging from relatively complex services such as BitTorrent to simpler-to-access online streaming sites (often similar in appearance and behaviour to legitimate streaming services), and in some cases through social media pages.

- The last year has seen intensifying debate around the alleged capacity of social media and other online services to encourage **addictive behaviour, with particular concern focused on the potential effects on children**. Providers including Facebook, Instagram and Google have launched or announced tools that let users set time limits on app usage, mute notifications and check previous usage.

We have statutory duties that intersect with a number of these issues, as set out below:

---


Box 1: Ofcom’s role in regulating content standards to protect audiences

Our key responsibilities related to content standards regulation include the following:

• Since our inception in 2003, we have been responsible for ensuring that audiences of broadcast TV are adequately protected, by requiring compliance with the Broadcasting Code. Audience protection has been a longstanding statutory duty in the UK, pre-dating Ofcom, and stemming from legislation in the 1950s.

• In 2010, following the Audiovisual Media Services Directive of 2007, Ofcom became responsible for the regulation of on-demand content, including broadcaster on-demand services like All4, and subscription services like Amazon Prime. This duty was previously performed jointly with our co-regulator – the Authority for Television on Demand (ATVOD). In 2015, ATVOD was merged with Ofcom.

• Our duties evolved in 2017 to include sole oversight of the BBC’s output, including its websites and apps – the first time Ofcom had been given a role in relation to written online content.

• With the Advertising Standards Authority (ASA), Ofcom is responsible for the regulation of broadcast advertising; the ASA also oversees online commercial advertising on a self-regulatory basis. One requirement of the broadcast rules is that TV and radio programmes should be free from political advertising. In addition, Ofcom directly regulates party political and election broadcasts.

We discuss our experience of regulating broadcasting standards in Section 5. We also have statutory duties that touch on the internet, beyond the sphere of content regulation. These include responsibilities to promote media literacy, which we define as the ability to use, understand and create media and communications in a variety of contexts, including online. We fulfil this duty by publishing research, including on people’s experiences of online harm and their knowledge of internet safety practices (among many other aspects of media consumption). We also have duties to maintain sufficient media plurality, including by conducting public interest assessments for media mergers when requested by the Secretary of State.

We are working with UK and international regulators which have relevant remits and expertise in order to coordinate our respective work programmes where our duties touch on the internet. We will be holding a conference for fellow regulators in the first part of 2019. We are working particularly closely with the ICO and the CMA and we are developing a joint programme of work and research with the ICO on issues that straddle our respective remits.

24 Other responsibilities relating to the internet include enforcing ‘net neutrality’, requiring access providers to treat data traffic in a non-discriminatory manner; concurrent competition powers with the CMA in relation to communications matters; promoting the availability of high quality broadband and mobile networks; and setting obligations for telecoms providers to maintain the security and resilience of their networks - under the EU Networks and Information Systems Directive, our role has been expanded to include cyber security from 2018.

25 For example, in 2017, Ofcom reported to the Secretary of State on public interest considerations around plans by 21st Century Fox to acquire the shares in Sky it did not already own (https://www.ofcom.org.uk/about-ofcom/latest/media/media-releases/2017/findings-fox-sky-merger) and in 2018 Ofcom did the same for the acquisition by Reach plc of certain publishing assets of Northern & Shell Media Group Ltd (https://www.ofcom.org.uk/about-ofcom/latest/media/media-releases/2018/reach-trinity-mirror-northern-shell)
Our research on media literacy finds that online content is a key area of concern

Increasingly, people are spending time with different forms of media on a wide range of services delivered through the internet. In 2017, the time that people spent online reached more than 200 minutes per day – more than the time spent watching TV, as Figure 1 below shows. These trends look set to continue. For example, forecasts suggest that average video viewing on the internet will continue to increase – from around 30 minutes per day in 2018, to 42 minutes in 2027, a 40% increase.26

Figure 1: Average time spent (minutes / day) and reach for live TV and online, 2017

These trends are particularly pronounced among children and young people. Short-form video – watched on video-sharing platforms such as YouTube, and on social media platforms such as Facebook – accounts for a growing proportion of their daily viewing. In 2017, children aged 4-15 watched an average of 42 minutes of YouTube content every day, up from 8 minutes in 2011.

Source: TV data – BARB (reach rebased to whole population); Internet 2017 usage data – comScore MMX®, 2017, UK (desktop and mobile only, broadcaster catch-up and SVOD on a TV set have been estimated in Ofcom’s Media Nations report and added, use of games consoles on TV sets also added from BARB); Internet reach – based on ONS used internet in last 3 months.

Enders Analysis, Video Viewing forecasts to 2026
As media consumption shifts online, people face a range of potential harms from content and conduct. These include:

- **illegal content** – such as hate speech, child exploitation or incitement to terrorism. Among UK adult internet users, thirty-seven per cent are concerned about online promotion of terrorism;
- **age-inappropriate content** – such as adult sexual material, disturbing or violent content. Thirty-seven per cent of internet users are concerned about children seeing unsuitable content;
- **other potentially dangerous content** – which poses a significant risk of personal harm, such as videos or images promoting self-harm or violence. Twenty-seven per cent of adult internet users are concerned about dangerous or harmful content;
- **misleading content** – including ‘fake news’, the use of fake accounts and misleading political advertising, which may have undue influence on the democratic process. Twenty-nine per cent of adult internet users are concerned about disinformation; and
- **personal conduct that is illegal or harmful** – such as bullying, grooming and harassment. Thirty-nine per cent of adult internet users are concerned about online bullying.27

Children are particularly vulnerable, often being exposed to harmful content or conduct. Research conducted for the NSPCC found that 30% of under-18s report recent exposure to violent or hateful contact or behaviour online. Around 20% report exposure to sexual content and bullying.28 A quarter

---

27 Ofcom/ICO Internet users’ experience of harm online: summary of survey research, 18 September 2018  
of young people report having been contacted over social media by an adult they didn’t know, a third of whom were children under 13.\textsuperscript{29}

**Harmful online content may take many forms** – from TV-like programmes, to short-form video, to images and written text. This content may originate from organisations or from individuals, and it may be intended for a large audience, a niche group, or a closed group of friends (e.g. when distributed through instant messaging services). Online platforms often provide their users with a mix of these content types, potentially on the same screen at the same time, and users may face different harms in relation to each.

\textsuperscript{29} NSPCC / O2, 1 in 4 young people have been contacted over social media by an adult they don’t know, 2 May 2018. <https://www.nspcc.org.uk/what-we-do/news-opinion/children-under-13-targeted-by-adults-they-dont-know-on-social-media/>
4. Today’s regulatory landscape

Regulation has responded to the need to protect people from harm – first in broadcast media, and now increasingly online. Today there is a range of regulatory approaches, with broadcast services subject to longstanding regulation and some newer online services and content subject to little or no regulation beyond the general law.

This is not by design, but the outcome of an evolving system. Nonetheless, as the boundaries between broadcasting and the online world are being redrawn, this has implications for whether the public understands what level of protection applies when they are online.

This section describes the regime that applies to broadcasting in the UK, which is designed to ensure that maximum audience protection is achieved while safeguarding freedom of expression. We also cover how regulatory and voluntary initiatives have developed various protections in certain parts of the online world.

In broadcasting there is comprehensive regulation of standards

TV and radio services based in the UK are regulated to a high standard. This is achieved through a two-part framework of legislation supported by detailed regulation:

- **Legislation:** Parliament sets out high level standards (formally ‘statutory standards objectives’) that should apply to broadcasting in the UK. These objectives stipulate, for example, that
  - children under the age of 18 are protected;
  - material likely to encourage or to incite the commission of crime or to lead to disorder is not included;
  - audiences are appropriately protected from harmful and offensive material;
  - news is presented with due impartiality and reported with due accuracy;
  - people featuring in programmes are protected from unjust or unfair treatment and that their privacy is not unwarrantedly infringed;
  - commercial advertising which may be misleading, harmful or offensive is prevented;
  - political advertising is forbidden.
In addition, the Communications Act requires Ofcom to put in place – and enforce – rules to ensure that party political and referendum campaign broadcasts are included in every licensed public service channel and a selection of UK BBC public services.30

- **Regulation:** Ofcom’s Broadcasting Code is the practical application of the standards set by Parliament31 through a comprehensive set of rules. Broadcasting is regulated under a licensing regime. Ofcom licenses companies that broadcast to a UK audience and many UK-based satellite and cable channels that broadcast exclusively outside the UK. The regulatory regime for broadcasting has a degree of built-in flexibility. The standards set by Parliament are at a high-level, allowing detailed regulation to develop and respond over time. For instance, the public’s

---

view as to what constitutes offensive language has evolved over time, and we have reflected this in our approach to regulation. Equally, in our decision making we are able to take account of contextual factors, such as the circumstances in which content is shown.

**Broadcast regulation has evolved with the industry and the growth of online content**

**Broadcast regulation has evolved in line with significant changes to industry and technology.** Our current system of broadcasting regulation began in the analogue era – an age of two or three channels. Following the introduction of multi-channel TV, the number of licensees grew to 2,000 broadcast services. Within this total, a growing proportion of channels now serve diverse, often niche, multi-lingual global audiences. The regime also extends to online platforms that broadcast live TV. This year, Ofcom granted the first licence to an online-only linear TV service (Amazon Prime for its coverage of live tennis tournaments).

**Regulation has also been extended to provide a degree of protection for people watching on-demand services.** In 2010, rules were introduced for catch-up services to protect children; prevent incitement to hatred; and limit product placement and sponsorship within programming.32 Around 300 on-demand services including the ITV Hub and Amazon Prime are subject to these rules. A number of elements of the broadcasting regime, such as the need for due impartiality and accuracy in news, do not apply.

**External oversight has also been introduced recently for users of BBC online material.** Since 2017 the BBC’s website and articles have been subject to Ofcom oversight.33 BBC content on third party websites and BBC social media accounts (e.g. journalists’ tweets) remain outside the scope of this external oversight.

**There has been a number of voluntary initiatives to address growing concerns about the protection of children online.** For example:

- Since 2004, the UK’s mobile operators have provided filters that restrict children’s access to inappropriate content online. The BBFC provides a classification framework to define which content is unsuitable for under 18s, and this content cannot be accessed until the customer has demonstrated they are at least 18 years old.34
- In 2013, BT, Sky, Talk Talk and Virgin Media agreed to offer ‘family-friendly’ filtering to screen out content unsuitable for children.35 In 2015, Ofcom found that parents had growing awareness and use of such filters, and were increasingly likely to find them useful.

---

32 These rules are set at a European level. Ofcom has powers to regulate on-demand programme services under these rules as a result of implementing the AVMS Directive 2010.
In 2016, the UK Council for Child Internet Safety (UKCCIS) Working Group on Social Media issued new guidelines\(^\text{36}\) for how social media platforms could use parental controls, reporting mechanisms and other devices to keep children safe. We discuss a wider range of initiatives to protect users of online content in Annex A1.

**While regulation has evolved, most online content is subject to little or no specific regulation**

Many types of online service and content are not regulated beyond compliance with general legal requirements. Key areas that are not currently the subject of specific regulation are:

- platforms whose principal focus is video sharing, such as YouTube;\(^\text{37}\)
- platforms centred around social networks, such as Facebook and Twitter;\(^\text{38}\)
- search engines that direct internet users towards different types of information from many internet services, such as Google and Bing;
- nearly all other online services, including messaging services, with a few exceptions such as the BBC’s online services (as discussed above), and certain news sites that are overseen by the press regulatory bodies IPSO and IMPRESS; and
- political advertising online.\(^\text{39}\)

The types of content available on or through these services vary, ranging from professional long-form video content, to commercial advertisements, to tweets or posts created by the public – much of which could be considered as ‘conversation’ as much as ‘content’. The potential for these different types of content to cause harm may vary significantly. Where standards do apply to online content, they are generally more limited than those that apply to broadcasting – for example, as noted before, accuracy and impartiality requirements do not apply to on-demand services.

**These inconsistencies are most apparent in relation to news content.** For example, while broadcast news must be ‘duly’ accurate and impartial, the online output of newspapers that are members of IPSO and IMPRESS\(^\text{40}\) are subject to accuracy requirements but are not required to be impartial. Other online news content – such as newspaper titles or online-only news sources outside of the IPSO and IMPRESS regimes – face no regulation.\(^\text{41}\)

---


\(^ {37}\) Although this will soon be addressed to a degree by the revised AVMS Directive, including advertising, as we discuss below. Other online advertising is covered by the self-regulatory body, the ASA.

\(^ {38}\) New provisions in the revised AVMS Directive will cover video content on social media services.

\(^ {39}\) With respect to the content of advertisements. The Electoral Commission has previously noted that the lack of regulation of online political advertising has implications for the transparency of digital campaigns.

\(^ {40}\) IPSO regulates about 1,500 print editions and 2,500 online publications including The Times and The Daily Mirror. IMPRESS regulates about 110 publications, including The Canary and a number of local publications.

\(^ {41}\) A number of press titles, including The Guardian and the FT, have not signed up to a scheme such as IPSO or IMPRESS.
Even when the content is the same, it can be subject to different rules – or none at all – depending on the service through which it is consumed. As Figure 4 illustrates, the same programme broadcast on ITV’s television channel might face different regulatory requirements when appearing on its on-demand platform ITV Hub, or on Netflix; and (at present) no regulation if accessed through YouTube, where only general law applies. This means that viewers might face less protection in some places and may not understand the levels of regulation on the content that they see, especially as different services can be accessed through the same device like a smartphone or laptop.
As people increasingly shift their viewing online, the differences in regulation appear increasingly arbitrary – and are less likely to mesh with their views about what is and what should be regulated. Many people are unaware that most forms of online content are largely unregulated. Thirty per cent of adult online users believe that most forms of online content are largely unregulated. Of these, 31% think Ofcom is responsible for regulating the service, 13% believe their internet service provider (e.g. BT or Sky) is responsible and 9% believe that the Government is responsible.  

---

42 Ofcom/ICO Internet users’ experience of harm online: summary of survey research, 18 September 2018
Efforts are underway to increase regulatory oversight of some online content

New European legislation will increase the level of regulation of online video content. The revised Audio-visual Media Services (AVMS) Directive will bring a degree of oversight to video sharing platforms such as YouTube. YouTube and other video sharing platforms will be required at a minimum to tackle illegal content, hate speech, the protection of minors, and advertising but with some limitations. The Directive does not address other types of harmful content, such as bullying, harassment or disinformation, however it allows for national implementation to go further. Further detail is set out in Annex A1.

Regulatory challenges go further than services on video sharing platforms. Even on implementation of the revised AVMS Directive in the UK, a wide range of harmful online content and conduct will remain unregulated. This includes text and image-based content on social media platforms; and content (whether video, text or images) located outside video-sharing platforms, on-demand services, or services subject to a regulatory regime such as those of IMPRESS or IPSO. Also, services originating outside the EU may be outside the scope of any regulation flowing from the revised Directive.

In this context, there is a wide-ranging, global debate about whether and how online harms should be addressed through regulation. Some countries, including Germany and Australia, have already legislated to combat certain online harms. Many other jurisdictions, including the EU, are exploring new rules. And platforms themselves have developed various initiatives to address harmful content – including strengthening their community standards, hiring more content moderators, removing fake accounts, highlighting trusted sources and publishing transparency reports. Major policy, regulatory and voluntary initiatives – in the UK and internationally – are summarised in Annex A1.

Trade-offs between protection and freedom of expression considerations are a central feature of the debate. Some have put forward proposals that would entail platforms having a greater degree of legal liability for harmful content published on them. Those arguing against such moves raise concerns that, noting the large volume of content published, platforms could ‘err on the side of caution’ and remove, or refuse to publish, content that complies with the relevant legal standards – thereby unduly limiting freedom of expression.

---

43 See footnote 9 above
44 In as much as a social media platform is deemed to also be a video sharing platform, its video content will be covered by the revised AVMS Directive.
45 Non-broadcast online advertising which is covered by the Advertising Standards Authority, ASA, a self-regulatory industry body. Online advertising in on-demand services will be covered by the revised AVMS Directive.
46 For example, the Committee on Standards in Public Life has suggested that “the Government should bring forward legislation to shift the liability of illegal content online towards social media companies.” (https://www.gov.uk/government/publications/intimidation-in-public-life-a-review-by-the-committee-on-standards-in-public-life, p. 14)
47 Such concerns have been raised in connection to Germany’s NetzDG law. For example, see Human Rights Watch, Germany: Flawed Social Media Law, 14 February 2018. https://www.hrw.org/news/2018/02/14/germany-flawed-social-media-law
In the UK, the Government has said it will legislate to protect safety online, while two Parliamentary committees are considering the case for internet regulation. Recently, the House of Commons’ DCMS Committee suggested that the regime for regulating broadcast content standards could be used “as a basis for setting standards for online content”. We believe there are useful lessons that can be drawn from the experience of broadcast regulation, but there are reasons to be cautious over whether this regime could be exported wholesale to the internet. We turn to our experience on broadcast standards in Section 5, and to the potential challenges involved with applying broadcasting standards in Section 6.

---

5. Lessons from broadcasting regulation

In the previous section we outlined the current regime of broadcasting and content regulation in the UK. In this section we explain how Ofcom has undertaken broadcasting regulation, drawing on specific cases to illustrate the core principles that underpin our approach, and show how the regime has evolved to meet audiences’ changing needs. We also provide observations on potential challenges to the wholesale export of the broadcasting regulation regime to the regulation of online content.

Broadcasting regulation is underpinned by core principles

Broadcasting regulation in the UK seeks to protect people from harm while safeguarding freedom of expression

Our regulation balances people’s evolving needs and expectations of protection with their rights freely to share and receive ideas and information. Our duties require us to make finely balanced decisions, weighing up important factors, such as audiences’ and broadcasters’ rights to freedom of expression – set out in Article 10 of the European Convention on Human Rights – and protecting audiences from harm. In all our broadcasting decisions we consider the importance of freedom of expression in a democratic society, which encompasses the right to hold opinions, and to receive and impart information and ideas without undue interference by a public authority.

Case study 1 – balancing privacy protections with freedom of expression

*Can’t Pay We’ll Take It Away* (Channel 5, 20 April 2016). This programme included footage of the complainant speaking to two High Court Enforcement Agents (“HCEAs”) as the HCEAs enforced a High Court Writ for the repayment of personal debt. Most of the footage was recorded inside the complainant’s family home. Footage and audio of the complainant discussing the matter with her uncle and father, both via phone and later in person, was also included. Ofcom found that the complainant, her uncle and father had a legitimate expectation of privacy in relation to the filming of the footage and that they all had a legitimate expectation of privacy in relation to the subsequent broadcast of the footage. In reaching this adjudication we considered that their legitimate expectation of privacy outweighed the broadcaster’s right to freedom of expression and the public interest in the particular circumstances of the case. Their privacy was, therefore, unwarrantably infringed in both the obtaining and broadcast of the footage included in the programme.

Ofcom carefully considers contextual factors when assessing content standards issues

Our rules reflect the need to take account of relevant contextual factors. These include the editorial content of the programme or series; the service on which the material is broadcast and the

---

likely expectations of the audience for that service; the time of broadcast and what other programmes came before and after; and the degree of harm or offence likely to be caused. The application of context is a dynamic and fluid concept, which will vary according to the nature of the programme and of the issue. Ofcom’s decisions about what is a ‘generally accepted standard’ are always underpinned by research into audience attitudes and expectations, and our rules provide enough flexibility to reflect different audiences and changing circumstances over time.

Case study 2 - the importance of context

Programmes featuring Anjem Choudary following the Woolwich incident (Newsnight, BBC; Channel 4 News, Channel 4; Daybreak, ITV).50 These programmes featured interviews with the radical Muslim cleric, Anjem Choudary, who failed to condemn or otherwise criticise the killing of Fusilier Lee Rigby in Woolwich in 2013. Ofcom investigated these programmes under Rule 1.3 (appropriate scheduling) and Rule 2.3 (potentially offensive content must be justified by the context). We concluded that it was legitimate for broadcasters to explore what role Anjem Choudary had in radicalising one of Lee Rigby’s killers. We considered that the timely and comprehensive coverage of an on-going and high-profile news story meant it was justified for the broadcaster to give airtime to highly controversial individuals or organisations with challenging views. Further context was provided in each case by Anjem Choudary’s views being robustly questioned by presenters and challenged by other interviewees. We found these programmes not in breach.

Ofcom is required to ensure that TV and radio news is presented with due impartiality and reported with due accuracy

The concept of ‘due’ is central to our application of impartiality in broadcast news and current affairs.51 Impartiality itself means not favouring one side over another. The concept of ‘due’ means adequate or appropriate to the subject matter and nature of the programme. So ‘due impartiality’ does not mean that an equal division of time has to be given to every view, or that every argument must be represented. The approach to due impartiality may vary according to the type of programme and channel, and the likely expectation of the audience for content on that channel. For example, audiences would not expect the same approach to due impartiality to be taken in a historical drama as in a serious documentary, even if both covered the same controversial or contemporary current affairs issue. Broadcasters must consider whether alternative viewpoints on a subject matter are required, and how these can be expressed in the programme.

UK audiences have higher expectations for accuracy and impartiality in broadcast news aimed primarily at a UK audience than for news aimed at a global audience. All Ofcom-licensed broadcasters must observe the Code’s rules for due accuracy and due impartiality. However, we take into account differences in audience expectations for impartiality standards for different types of broadcasters. For example, the BBC, in its unique position in UK public service broadcasting and as


51 ‘Current affairs’ is shorthand for “matters of political or industrial controversy and matters relating to current public policy”.  

the most used source of news and current affairs in the UK, is held to the highest editorial standards for duly accurate and impartial content. When considering the impartiality of programmes which are not primarily aimed at UK audiences, we consider what expectations UK audiences might have of an overseas channel directed at an overseas audience. In practice, this may result in overseas broadcasters being held to different standards of due accuracy and due impartiality under the rules of the Code. We also take account of the contextual factors noted above, as well as the importance of freedom of expression.

**Broadcast news programmes are required to be duly accurate.** Broadcasters can interpret news events as they see fit, in line with their right to freedom of expression, so long as they comply with the Code rules on accuracy. Accuracy entails getting the facts right. However, the concept of ‘due’ accuracy is an important qualification. It provides a degree of flexibility for the consideration of relevant contextual factors, which are important in all Ofcom’s decisions related to this area of the Code. For example, where a matter is of particular public interest, the requirement to present that matter with due accuracy will be correspondingly higher, as illustrated in case study 3 below.

**Audiences are also protected from being materially misled by factual programmes or matters.** Ofcom is required to regulate against potential harm and/or offence that may be the result of misleading material from the representation of factual issues presented in non-news programmes. We, therefore, have rules designed to deal with factual content that materially misleads the audience so as to cause harm or offence.

**Case study 3: Due accuracy in news**

*Channel 4 News, Channel 4, 22 March 2017.*

In September 2017 we found Channel 4 in breach of our rules for due accuracy rules after incorrectly identifying the person responsible for the Westminster terror attack in a live news programme. We took into account the pressure caused by a breaking news story, but balanced this against the increased need for accuracy in a story of great public interest. Channel 4 had taken a number of steps to ensure that its audiences were aware of the error and to correct it, however given the serious breach in this case we considered a sanction was necessary. We directed Channel 4 to broadcast a statement of our findings.

**Case study 4: Impartiality and material misleadingness in non-news programmes**

*Sri Lanka’s Killing Fields: War Crimes Unpunished, Channel 4, 14 March 2012.*

This programme highlighted information relating to four specific case studies which, the programme argued, amounted to ‘new evidence’ of alleged war crimes perpetrated by the Sri Lankan government in the final stage of the Sri Lankan civil war in 2009. Ofcom received 20 complaints which alerted us to two potential issues:
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Impartiality: In Ofcom’s view, Channel 4 had sought to include the viewpoints of the Sri Lankan Government; put all significant allegations to them for a response in advance of the programme; and included several official statements previously made by the Sri Lankan Government regarding events in the civil war. Ofcom therefore concluded that overall Channel 4 preserved due impartiality in its examination of the Sri Lankan Government’s actions and policies during its offensive.

Misleading material: In Ofcom’s view, Channel 4 took reasonable care, both before and during the programme, to ensure that the audience was not materially misled by the video and photographic evidence. The programme also included a near-verbatim on-screen presentation of the official statement from the Sri Lankan Government on the issues raised by Channel 4 in this programme. In the circumstances, we concluded that audiences were not materially misled.

Our regulation is underpinned by transparency and effective enforcement

Ofcom publishes its decisions which act as a public record of compliance. Our decisions set out whether or not a broadcaster has breached a broadcasting rule and whether any sanction has been applied. This is published fortnightly in the Ofcom Broadcast and On-demand Bulletin. The transparency that publication in the Bulletin entails is our main enforcement tool. Here, Ofcom records the outcome of all complaints received and provides information on all breaches of the Broadcasting Code, the Advertising Scheduling Code, and Licence Conditions.55

The legal framework for broadcasting and on-demand provides us with a range of sanctions we can impose. We have powers to take action against any broadcaster or on-demand provider that seriously, recklessly, deliberately, or repeatedly breaches our rules. Sanctions are imposed proportionately, with an aim to secure future compliance and remedy the wrongdoing. The sanctions available to Ofcom include:

- issuing a direction not to repeat a programme of advertisement;
- issuing a direction to broadcast a correction or statement of Ofcom’s findings;
- imposing a financial penalty;
- shortening or suspending a licence (where applicable); and/or
- revoking a licence, which outlaws broadcast.

Case study 5: sanctions and enforcement

Radio Dawn, Karimia Ltd56

In February 2018 we imposed a financial penalty of £2,000 on Karamia Ltd for the broadcast of a Nasheed (a piece of devotional vocal music), material which constituted hate speech, on the community radio station Radio Dawn in Nottingham. In determining an appropriate fine we had

55 Ofcom’s Broadcast and On Demand Bulletins are available at: https://www.ofcom.org.uk/about-ofcom/latest/bulletins/broadcast-bulletins
regard to the size and turnover of the licensee, the serious nature of the breach and the need to achieve an appropriate level of deterrence.

Investigations into premium rate services\(^57\)

In 2007 Ofcom investigated a number of broadcasters after industry-wide issues came to light with regard to the use of premium rate services (PRS) for competitions and voting. Ofcom imposed a total of 16 sanctions across a number of broadcasters for breaches of the Broadcasting Code concerning misconduct in viewer competitions and misleading viewers about competitions. The sanctions amounted to over £11m, including a financial penalty of over £5m for ITV.

Iman FM revocation of licence

In July 2017 Ofcom revoked the community radio licence held by Iman Media UK Limited following an investigation into extremely serious breaches of the Broadcasting Code. We carefully balanced the competing rights of the broadcaster and audience to freedom of expression against the duty to protect the public from material likely to encourage crime or disorder. Based on the facts of this case, Ofcom considered that the revocation of the broadcaster’s licence was justified.\(^58\)

Regulating online services presents specific challenges

We recognise that the approaches applied to broadcast regulation cannot all be straightforwardly translated to the online context. The nature of the internet, and of online platforms in particular, present a number of challenges to developing a regulatory regime, which will need to be considered by policymakers. These include:

- **Scale**: The volume of text, audio and video that is generated or shared by online platforms far outstrips that of broadcasting, e.g. 400 hours of video are uploaded to YouTube every 60 seconds.\(^59\) This high volume of content means that a regime similar to broadcast, including consideration of appeals by an external regulator, would not be practical. However, there may be a role for a regulator around ensuring that appeal processes are fair and effective.

- **Variety of content types, voices and opinions**: In many respects online content is more diverse than traditional broadcast content. It includes: video, images and text; professionally produced content, user-generated content and conversations between members of the public. Public expectations of protection or freedom of expression relating to conversations between individuals may be very different from those relating to content published by organisations. Careful consideration of the context is likely to be critical for an effective, proportionate online regulatory regime.

- **Role in content creation**: Many online platforms do not create or commission the content that is accessed by their users, although they often have a role in determining what users see (e.g.


through algorithms that manage the prominence of items in a news feed or in response to a search query). Typically, user-generated content is published as soon as it is submitted, which means it is often considered by the platform’s moderators only if it is flagged as potentially harmful by other users or by the platforms’ algorithms. The nature and functionality of many online platforms therefore raise questions about effective and proportionate regulation, as pre-moderation by platforms may not be practical given the large volume of content published online – or desirable, given the potential implications for freedom of expression. Given this, there may be merit in regulation that focuses on the effectiveness and timeliness with which platforms take action to address harmful content.

- **Service variety and innovation:** The nature and features of online services vary widely. These differences include platforms’ relationship with users, the level of control they give to users over what content is seen, and how quickly they evolve their product. This requires regulation to be flexible both to the nature of individual services and to any changes to those services themselves.

- **Multinational nature of platform operators:** Many platform operators are not based in the UK. They may provide UK users with content uploaded by users based abroad, and they may use servers based abroad. This may present challenges in terms of effective enforcement, for example, if companies don’t have a UK base. Compliance may also present challenges to companies if UK regulations require them to develop local solutions that are incompatible with those of other jurisdictions. This suggests that close collaboration with regulatory authorities in other countries would be required.
6. Insights for policymakers considering a regulatory approach to online content

The experience of regulating standards on broadcast and on-demand media could be relevant to policymakers as they look to introduce greater oversight of the internet. We first discuss some high-level principles that may apply to online regulation. In light of the DCMS Committee’s recommendation that the standards objectives in broadcasting regulation could be used “as a basis for setting standards for online content”, we also provide some insights, informed by our consumer research, on standards that might be set by Parliament for online harms.

High-level principles for online regulation

Drawing on the lessons from broadcast regulation, set out in section 5, we highlight some key principles that are most salient for online regulation. In light of current policy debates and public concerns, we pay particular consideration to social media services such as Facebook; video sharing services such as YouTube; and search engines such as Google and Bing.

Protection and assurance

A key principle of broadcasting regulation that could have wider application is the achievement of appropriate levels of protection and assurance against harmful content and conduct. Our experience indicates that protection and assurance can be effectively achieved where Parliament sets clear statutory objectives as to the kind of harms to be prevented. These objectives reflect societal norms and set clear standards covering the types of content and conduct that are likely to cause harm. Regulated parties are required to adopt practices or procedures designed to secure these objectives.

Upholding freedom of expression

Another relevant principle is the safeguarding of freedom of expression. This means that people are able to share and receive ideas and information without unnecessary interference, such as excessive regulations or restrictions. When the need to protect audiences from harm comes into tension with the need to preserve free expression, the weight that a regulator places on the two aims reflects the priorities set by Parliament, as well as audiences’ evolving attitudes. Depending on the weight attributed in an online context, there is a risk that regulation might inadvertently incentivise the excessive or unnecessary removal of content that limits freedom of speech and audience choice. Such concerns have been raised in the context of the new German law.60

Our experience in regulating broadcasting shows that while balancing audience protection and freedom of expression is not straightforward, it can be done in a way that is transparent, principles-based and fair. Applying this to an online world might translate into greater attention to the
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60 For example, see Human Rights Watch, Germany: Flawed Social Media Law, 14 February 2018. 
https://www.hrw.org/news/2018/02/14/germany-flawed-social-media-law
processes that platforms employ to identify, assess and address harmful content – as well as to how they handle subsequent appeals.

Adaptability over time

Another principle with broader application is adaptable and principles-based regulation. Broadcasting rules have been designed to adapt to changing consumer behaviour, expectations and industry developments, and to support rather than impede innovation. This may be particularly relevant in the online context, where innovation is fast-paced and where any regulation would have to be durable in a rapidly changing market. What has worked in a broadcasting context is having a set of objectives laid down by Parliament in statute, underpinned by detailed regulatory guidance designed to evolve over time. Changes to the regulatory requirements are informed by public consultation.

Transparency

The broadcasting regime demonstrates the importance of transparency on the part of the services being regulated, and of the regulatory rules that are imposed on them. In broadcasting, transparency is greatly facilitated by the fact that, as a matter of law, broadcasters and on-demand providers must respond to requests for information from a regulator. Currently there is limited information in the public domain about platforms’ approaches to dealing with harmful content, and the information that is available is inconsistent across platforms and often not detailed enough to enable conclusions to be drawn at a national level. The broadcasting regime shows that internet users would benefit from more information being available on a basis that allows them to compare services. Users would also benefit from greater information about how platforms decide what content is shown or made prominent and the provenance of specific pieces of content. Greater transparency would also help inform public debate and help to underpin trust in any new oversight arrangements.

Enforcement

The power to investigate, take enforcement action and impose sanctions is an essential element of the broadcasting regime (and indeed of our regulation of the communications sector more generally). Enforcement incentivises regulated parties to fulfil their obligations quickly and effectively. Effective enforcement could be achieved through meaningful financial penalties – for example the GDPR allows for penalties of up to 4% of global turnover (or €20m if greater) for the most serious breaches – or by directing a service to introduce new protections for users.

Independence

Independent governance and decision-making within the broadcasting regime has helped build credibility and public trust. European and UK media legislation recognises that independence is
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61 See Article 83 GDPR on the general conditions for imposing administrative fines.
fundamental for regulators to be able to work in the best interest of the public and fulfil a role free from actual or perceived bias.

**Online standards objectives**

Alongside the question of how principles from broadcast regulation might translate into an online world, is the issue of what standards objectives Parliament should set for online. As noted above, the DCMS Committee has suggested that the standards objectives in broadcasting regulation could be used by the Government “as a basis for setting standards for online content”. Our research into the online issues of most concern to the public provides relevant insights.

**People expect a certain level of protection from harms online**

Our research suggests a number of priorities for online standards setting:

- **The protection of minors is the public’s greatest concern across all types of content.** Research consistently finds that the safety of children is a key concern for people across all types of content, including online. Our recent research found that 37% of internet users are concerned about children seeing unsuitable content online.62

- **People want to be protected from illegal content.** People expect to be protected online from exposure to hate speech and other illegal material as they are through traditional content regulation. Among UK adult internet users, 37% are concerned about the promotion of terrorism online.

- **People want to be protected from serious harms that are not necessarily illegal.** Concerns centre around material that promotes risky behaviour such as self-harm or violence. More than one in four (27%) are concerned about violent content or harmful and dangerous content.

- **People are concerned about illegal or harmful interactions online, as well as harmful content.** Nearly two in five internet users (39%) are concerned about bullying, harassment or trolling online, while one in eight 12-to-15-year olds say they have been bullied on social media.63

**Standards in news is a particularly complex area**

Our research also points to growing public concern about misleading content, including disinformation and ‘fake news’, and their negative consequences for public trust and democratic processes.64

Concerns about ‘fake news’ raise a particularly complex set of questions for policymakers to consider around whether the requirements for duly impartial and accurate news and current affairs in broadcasting should also apply to online news. Impartiality requirements do not apply to newspapers, although both IPSO and IMPRESS’s codes include accuracy requirements.
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62 Ofcom/ICO Internet users’ experience of harm online: summary of survey research, 18 September 2018
The regulatory framework for impartiality was created specifically for broadcast content. As we discuss above, our experience has been that audiences’ expectations around the degree to which impartiality is required vary depending on the content and provider. Expectations of the BBC are very different from those of a non-UK-facing channel. Our research also shows that people have lower expectations of impartiality for certain online content, where they actively seek and expect content that expresses opinion.65

The broadcasting rules for duly accurate news place responsibilities on newsrooms and on broadcasters to ensure the facts are right. Such restrictions may be difficult – if not impossible – to apply to the vast amount and range of online content, which often takes the form of blogs, tweets, opinion pieces and conversation. It may also be impossible in many cases to define accuracy and to separate facts from opinion or interpretation.

However, users should be able to trust or, at least, critically assess the factual content they view online. People should be able to know who has created the content they see; and what choices online platforms make in how they prioritise, present or exclude different content, particularly where content is sensitive or influential. A more effective approach to tackling these issues in the online sphere might be ensuring the transparency of approaches adopted by the platforms, so users can better understand why certain content is made available and accessible to them. Proposals have been put forward suggesting greater transparency requirements around algorithms, including by the Commons Science and Technology Select Committee in May 2018.66

Our research suggests that accuracy in news is viewed by the public as an extremely important area of protection regardless of how content is delivered.67 There are areas where accuracy is critical online – for example, where inaccuracy is deliberately designed to mislead large numbers of users and sometimes to influence key events such as elections or referendums. Inaccuracy is likely to have greater potential to cause harm where it is malevolent, rather than inadvertent.

Media literacy will remain important to improving people’s experience of using online services. Improving people’s understanding and awareness of online issues can help them to protect themselves from harmful content. We are currently considering how we might develop our media literacy work, beyond our current research priorities.68

---


68 Researching people’s behaviour and attitudes can help regulators and policymakers understand people’s experiences. As explained in this document, Ofcom has a statutory duty to promote media literacy. We currently fulfil this through research – which, in turn, helps stakeholders target their resources and initiatives. In the UK, a wide range of media literacy initiatives are run by the BBC, BFI, Safer Internet Centre and We Are Digital, among many others. There may be a case for greater co-ordination between different bodies practising media literacy, to ensure that consumer messages are reflected consistently, and in a way that meets the needs of online audiences.
7. Next steps

This document draws on our experience of content regulation and considers potential lessons for policymakers as they consider issues around harmful online content. The scope and design of any new legislation is a matter for Government and Parliament. As a statutory regulator, we have no view about the institutional arrangements that might follow.

We plan a programme of engagement with fellow regulators to coordinate our work programmes as we fulfil our respective duties related to the internet, and will hold a conference for UK and international regulators who have remit and expertise in these issues in the first part of 2019.

We will work internationally – directly with other regulators, and through regulatory networks and other international initiatives – to understand common concerns in these areas and relevant developments in other countries, and to discuss potential multilateral ideas. Ofcom is already participating in exchanges about online content challenges; for example in the European regulatory networks EPRA and ERGA. Our experience so far of these debates suggests that cooperation and coordination between independent regulators could produce better results in tackling the behaviour of global players.

We will also conduct further research in these areas, in line with our statutory duties to promote media literacy.
A1. Annex: Policy and regulatory activity around harmful content and conduct

Harmful content and conduct are the focus of a number of policy and regulatory initiatives at national and international levels, including both voluntary and regulatory measures.

**UK-level initiatives**

- **UK Government**: The UK government has committed to publishing a White Paper on its Internet Safety Strategy, which will include proposals for legislation to protect consumers from online harms including abusive conduct.

- **UK Parliament**: The House of Commons Digital, Culture, Media and Sport Committee has published an interim report on disinformation and ‘fake news’ suggesting that broadcast content standards regulation be used the basis for developing an approach to online content standards. Meanwhile in the House of Lords the Communications Committee is carrying out an enquiry titled “The Internet: to regulate or not to regulate?”. Select committee inquiries have also considered the impact of online harms, particularly on children.\(^69\) The Labour Party has also called for greater regulation of the internet.\(^70\)

- **Internet Watch Foundation (IWF)**: The IWF is a not-for-profit organisation and self-regulatory body which is supported by the global internet industry and the European Commission.\(^71\) The IWF’s primary focus is the identification and removal of online child abuse images and videos. Each week they assess and remove more than 1,000 webpages. They work closely with industry to prevent previously identified content being uploaded again, and with law enforcement to prosecute offenders.\(^72\)

- **UK Council for Child Internet Safety (UKCCIS)**: A group\(^73\) of over 200 organisations drawn from across government, industry, law, academia and charity sectors that work in partnership to keep children safe online. The UKCCIS Board is chaired jointly by three government ministers and its secretariat sits within the Department for Digital, Culture, Media & Sport. Through its working groups, UKCCIS has produced a range of guidance materials relating to child online safety, including a good practice guide\(^74\) for providers of social media and interactive services. In the
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\(^{70}\) For example: FT, *Labour vows to tighten regulation of Facebook*, 24 August 2018. [https://www.ft.com/content/b3e207ce-a7a2-11e8-926a-7342fe5e173f](https://www.ft.com/content/b3e207ce-a7a2-11e8-926a-7342fe5e173f)

\(^{71}\) [https://www.iwf.org.uk/what-we-do/why-we-exist](https://www.iwf.org.uk/what-we-do/why-we-exist)

\(^{72}\) [https://www.iwf.org.uk/what-we-do/how-we-assess-and-remove-content/who-we-work](https://www.iwf.org.uk/what-we-do/how-we-assess-and-remove-content/who-we-work)

\(^{73}\) [https://www.gov.uk/government/groups/uk-council-for-child-internet-safety-ukccis](https://www.gov.uk/government/groups/uk-council-for-child-internet-safety-ukccis)

Autumn of 2018, UKCCIS will be relaunched as the UK Council for Internet Safety (UKCIS), with a specific focus on cyberbullying, online sexual exploitation, radicalisation, violence against women and girls, hate speech and discrimination.

- **UK law enforcement**: The National Crime Agency’s Child Exploitation and Online Protection Command (CEOP)\(^75\) works with child protection partners across the UK to combat online child sexual exploitation and the proliferation of indecent images of children. The Counter Terrorism Internet Referral Unit (CTIRU)\(^76\) identifies online extremist content which breaches terrorism legislation and directs its removal.

- **British Board of Film Classification (BBFC) age verification**: In February 2018 the Government appointed the BBFC\(^77\) as the regulatory body responsible for overseeing the implementation provisions in the 2017 Digital Economy Act which require pornographic websites to operate age-verified access controls.

## Europe and beyond

- **Revised AVMS Directive**: The revised AVMS Directive will apply some regulatory standards to video content made available through video-sharing platforms (VSPs) such as YouTube and some other social media services.\(^78\) The Directive sets a framework for regulators to oversee how VSPs address audience protection imperatives including child protection, terrorism and hate speech, and protection from harmful and misleading advertising. The Directive encourages co-regulatory arrangements and will only capture audio-visual content distributed by platforms which meet the definition of a VSP (that is, a service whose primary purpose or essential functionality is providing videos to the general public, where the content is organised in a way determined by the provider of the service).\(^79\) The new rules focus on certain content harms, and it remains to be seen how Member State governments will transpose them into national law. In doing so, Member States may go beyond the minimum requirements of the directive. Separately, the revised Directive also levels the EU-wide standards for TV and on-demand services, acknowledging they are increasingly interchangeable for viewers (however, this does not mean that at a national level in the UK content standards will be levelled between TV and on-demand services, as UK law concerning broadcasting standards goes far beyond European requirements).

- **Other European Commission initiatives**: The European Commission has published a [Communication on tackling online disinformation\(^80\)](https://ec.europa.eu/digital-single-market/en/news/communication-tackling-online-disinformation-european-approach) setting out next steps in a number of areas, and has pledged to report on progress by December 2018. It has issued a [Recommendation on](https://ec.europa.eu/digital-single-market/en/news/communication-tackling-online-disinformation-european-approach)
measures to effectively tackle illegal content online\textsuperscript{81} setting out proactive measures online platforms should take, such as fast-tracked ‘notice and action’ processes for ‘trusted flaggers’ (entities who notify platforms about illegal content). The Commission has also recently announced its \textit{intention to legislate on online platforms’ handling of terrorist material}, after reportedly failing to achieve satisfactory results through voluntary approaches. \textsuperscript{82}

- \textbf{National legislation:} Countries including Germany and Australia have enacted new legislation. In Germany the NetzDG law requires platforms to remove various types of illegal content within certain time periods after they are flagged by users, with sanctions for repeated failure. In Australia, the Office of the eSafety Commission has been established with a remit for online child protection and the Broadcasting Services Act enables an Online Content Scheme under which restricted types of content can be blocked or filtered. Other countries have seen legislative proposals directed at disinformation – for example France has introduced measures that would target ‘mass disinformation’ during election periods. \textsuperscript{83} Others still have seen public debates and scrutiny by regulators and lawmakers, e.g. in the US, the Federal Communications Commission (FCC) Chair has commented on the responsibilities of internet platforms, \textsuperscript{84} and various platforms have been subject to Congressional hearings. \textsuperscript{85}

**Industry initiatives**

Many social media providers have implemented community standards frameworks that mirror and often exceed, in some respects, the legal requirements of the countries in which they operate. Most major platforms have supplemented these rules with options for users to customise their experience (e.g. blocking or muting other users), alongside reporting facilities for users to flag content that breaches community standards. Earlier voluntary initiatives to address harmful content and behaviours include those focused on combating online child abuse\textsuperscript{86} and the proliferation of extremist material.\textsuperscript{87} The last two years have seen a further range of new initiatives relating to hate speech, disinformation, transparency reporting and expanded content moderation resources. Of note:

\textsuperscript{81} Illegal content in this context includes incitement to terrorism, illegal hate speech, or child sexual abuse material, as well as infringements of Intellectual Property rights and consumer protection online. See https://ec.europa.eu/digital-single-market/en/illegal-content-online-platforms


\textsuperscript{85} For example, Facebook and Twitter testified to the Senate Intelligence Committee in September 2018. See: https://www.bbc.co.uk/news/technology-45420175

\textsuperscript{86} Most of the major platforms (Yahoo/Oath, Facebook, Google and Twitter) are financially contributing members of the Internet Watch Foundation (IWF) supporting its work combating online child abuse. See - https://www.iwf.org.uk/what-we-do Since 2015, all of the above are participants in the IWF’s #WeProtect initiative (https://www.iwf.org.uk/news/iwf-hash-list-announcement-at-global-summit) which uses a shared image hash database (based on Microsoft’s PhotoDNA) to identify and remove illegal child abuse images.

\textsuperscript{87} In June 2017, Facebook, Microsoft, Twitter and YouTube formed the Global Internet Forum to Counter Terrorism (GIFCT, https://gifct.org/about), subsequently joined by Instagram, Oath and Snapchat, which uses the same image fingerprinting technology to track and remove violent/extremist content.
• In May 2016, Facebook, Microsoft, Twitter and YouTube, with the support of the European Commission, launched the European Code of Conduct on countering illegal hate speech online, committing participating platforms to implementing clear and effective processes to review notifications of hate speech and remove or disable access to such content. During the last year, Instagram, Google+ and Snapchat have also signed up to this initiative.

• In the last 12 months, YouTube and Facebook have published transparency reports detailing the volume of content they have removed due to breaches of community standards. In October 2017, Facebook confirmed its plans to hire an additional 10,000 content reviewers over the next year, bringing their total moderation workforce up to over 20,000. Later in December, Google announced that, alongside continued investment in automated content removal techniques, it would increase the number of YouTube moderators to over 10,000.

• Initiatives to combat disinformation include functionality to promote the most trusted sources of news and information, such as kitemarking schemes; independent third-party fact checking and analysis of user trust reporting; and interventions to tackle manipulative or deceptive activity, such as clamping down on fake accounts and networks of automated accounts, as well as placing highly visible (e.g. trending) content under greater scrutiny to verify its authenticity.

However, these efforts are not consistent across all platforms, nor are they independently verified.

---
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99 In February 2018, YouTube deleted a conspiracy video which suggested that a survivor of the Parkland School shooting in Florida was a paid actor after it received over 200,000 views and briefly became the platform’s number on trending video (https://www.theverge.com/2018/2/21/17035872/youtube-trending-conspiracy-parkland-david-hogg)