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About this report 

In October 2022, Ofcom commissioned Pattrn Analytics & Intelligence (Pattrn.AI) to examine 
possible methods for evaluating the impact of recommender systems. Ofcom wanted to understand 
the different ways in which online services could test whether their recommender system design 
choices were likely to increase or decrease the likelihood of their users encountering illegal and 
harmful content. Ofcom also sought to understand the merits of these different evaluation methods, 
including their efficacy, costs and any ethical concerns related to their use. 

This report details our findings. 
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1 Glossary 
AI Act –  A new act proposed by the EU Commission, which would introduce new obligations for 
those building and using AI systems. 

Adtech – Software and tools used to buy, manage and analyse digital advertising. 

Amplification – The relative promotion of content on a service, which can be influenced by how a 
recommender system has been designed. 

Borderline content – This is harmful content that is not judged by in-scope services to be illegal or 
otherwise violative of their T&Cs, but which is very close to the threshold. Services will often make a 
decision to down-rank this content or otherwise make it less visible to users. 

Content Moderation – The process of detecting content that is irrelevant, illegal, harmful or 
otherwise considered undesirable, and removing or otherwise decreasing the visibility and reach of 
such content. 

Digital Services Act or DSA – New legislation introduced by the European Commission that aims to 
create a safer online environment. The DSA came into force in November 2022 and in addition to 
creating new rules, updates the eCommerce Directive 2000.  

Domain – The subject matter or interest which provides context for the use of a system, e.g. music, 
film, etc. 

Engagement – Engagement is a set of user behaviours, generated in the normal course of interaction 
with the platform, which are thought to correlate with value to the user, the platform, or other 
stakeholders. Engagement can contribute to recommender decisions.  

Extremism – This term does not have an agreed, single definition in the literature reviewed as part 
of this research. Broadly speaking, however, Pattrn defines extremism as the belief that the survival 
of the ingroup is inseparable from some kind of direct or offensive action against the outgroup, 
brought about through a process of radicalisation, where individuals make increased preparation 
and commitment to intergroup conflict (Berger, 2018 and McCauley & Moskalenko, 2008).  

Extremist content – Content that expresses or promotes extremist views, as outlined in the 
definition of extremism above. This working definition is not within the scope of regulation under 
the Online Safety Bill. 

Extreme content – This term does not have one definition agreed in the studies we reviewed. Where 
it is used in this report, it refers to content considered outside of and unacceptable to the 
mainstream because of the potential harm it might cause or incite. As such, extreme content as 
referenced here may in some cases include content considered illegal under the provisions of the 
Online Safety Bill, but this was not made explicit in the studies we reviewed.  

Filter bubble – Describes the narrowing of content that is recommended to users, such that content 
feeds become homogenous and lack variety. Also often referred to as an echo chamber. 

Freedom of Expression – In this report we are referring to the UN’s Universal Declaration of Human 
Rights, Article 19, which states that everyone has the right to freedom of opinion and expression; 
this right includes freedom to hold opinions without interference and to seek, receive and impart 
information and ideas through any media and regardless of frontiers.  
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Generative AI – Algorithmic tools that can be used to create new content – including audio, code, 
images, text, simulations and videos – using simple prompts and instructions. 

Harmful content – For the purposes of this paper, we use the term harmful content to refer to 
content that is in some way damaging to the users who view it. While some of this content may be 
illegal, some of it will not (e.g. online bullying or misinformation content). At the time of drafting, the 
Online Safety Bill does not explicitly define harmful content. Any reference to such content in this 
paper does not distinguish between content that is harmful to adults or children, and rests on 
common conceptions of what is harmful, which the authors have determined from their reading of 
online safety research. 

Illegal content – References to illegal content in this paper refer broadly to content that may be 
illegal (but not determined as such to a criminal law standard or the standard required by the Online 
Safety Bill). Such references include, but are not limited to, content related to the priority offences 
listed in the Online Safety Bill, such as terrorism offences, child sexual exploitation and abuse (CSEA) 
and a number of others including fraud, hate crime and public order offences, encouraging or 
assisting suicide, the unlawful supply of drugs, and the purchase and sale of prohibited firearms. 

Large Language Models (LLMS) – Language models are algorithmic systems able to generate text. 
Large Language models are trained on a large volume of text data – on the scale of tens of gigabytes 
– and generate text based on user prompts.

Online Safety Bill or OSB – A UK bill that will introduce new duties for user-to-user services and 
search services. 

Rabbit hole – The process of recommending ever more extreme content to users over time, which 
may occur as a result of users engaging with that type of content in the past. Particularly likely 
among users who already exist in filter bubbles (see above). 

Recommender system – An automated tool that interfaces with a library of content hosted on a 
digital platform to surface specific content for users. The system accomplishes this goal by analysing 
a number data points, which may include information about users and the properties of content. 

Search engine – Software and tools designed to enable the organisation of digital information, such 
as URLs, which has typically undergone indexing and which surfaces indexed information in response 
to user input in the form of a search query. 

TVEC – Terrorist and violent extremist content. 

User-to-user (U2U) services: The OSB defines U2U services as an internet service where content that 
is generated directly on the service by a user or uploaded to or shared on the service by a user, may 
be encountered by another user, or users, of the service. Most commonly, when the term U2U 
service is used in this report, it is a reference to social media platforms.  

Violative View Rate (VVR) – The estimated percentage of views on a platform that is of content that 
violates that platform’s policies. 
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2 Executive summary 

Recommender systems allow users to find content they enjoy and wish to engage with. Without 
them, it is hard to imagine being able to navigate the huge volume of information that is now 
available online. Yet the way they are designed can influence the degree of risk posed to users, with 
some design decisions resulting in users being more likely to encounter illegal and harmful content 
(see Box 1). This report looks at how online services might evaluate their own design decisions, 
giving them the insights they need to strengthen user safety in the process of building and 
maintaining their recommender systems. 

Drawing on the information gathered through desk research, expert interviews and workshops with 
data scientists and engineers, we identify a three-part typology of evaluation methods: 

• Observation methods – These involve collecting and analysing data about the type of
content that users see. One example is the use of prevalence metrics, such as “violative view
rate”, whereby platforms count the incidence of harmful content being shown to users, as a
proportion of all content that is recommended to them.

• Experimentation methods - These involve the manipulation of one or more variables in the
design of recommender systems, to understand if/how those changes impact user exposure
to illegal or harmful content. The best-known example of experimentation methods are A/B
tests, which are performed in live environments. Some services also perform experiments
using “web enabled simulation” tools that emulate the structure of those platforms, with
automated bots that mimic the behaviour of real users.

• Self-report methods - These involve asking users to share information about the type of
content they have recently seen on a service. One example is the use of experience
sampling, where a number of users are prompted at regular or random intervals to describe
the content they have recently seen on their recommender feeds. Another is the use of
qualitative user diaries.

A key advantage of experimentation methods is that they allow for “causal” patterns to be 
observed, meaning that services can see how a particular design choice influences (or could 
influence) the extent to which users are exposed to illegal or harmful content. In contrast, the 
observation and self-reporting methods are largely “descriptive” in nature, meaning they cannot 
directly attribute observed outcomes to a particular variable.   

It is still possible, however, to glean insights from these methods, by comparing those observed 
outcomes against any changes that are being made to the design of a recommender system (e.g. by 
surveying users before and after a major design change). 

No evaluation method is perfect. While some may generate a wealth of insights, they can also entail 
significant costs for the services who deploy them. To perform A/B tests, for example, services would 
need to collect and store significant amounts of data, as well as to construct testing platforms to 
execute those tests and analyse the results. Services would also require skilled data scientists and 
data engineers to design and oversee the implementation of such tests. 
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While our research suggests that the largest services have the wherewithal to undertake these more 
demanding experimentation methods, this is unlikely to be the case for the smallest services, who 
may find that observation and self-reporting techniques are better aligned to their resource 
constraints. The smallest services may also be able to draw on external support to conduct these 
evaluations, making use of third party algorithmic assessment providers.  

Alongside weighing up the costs and resource demands of different evaluation methods, services 
should also bear in mind their ethical implications. We find that the use of some techniques can pose 
risk to users, such as by compromising their privacy (e.g. through the collection and storage of 
personal data) or by deteriorating their user experience. Using the sock puppet method, for 
instance, could result in real users interacting with fake accounts, creating a disingenuous online 
experience. 

Regardless of the methods deployed, services can improve the quality of an evaluation by following 
several principles of best practice: 

- Plan ahead - Some evaluation methods require access to historic data relating to content
recommendations and user interactions, potentially spanning several months if not years.
Collecting this data well in advance is vital to the successful deployment of such methods.

- Know the system architecture - To be able to evaluate a recommender system, services
need to understand the different components of that system and how it operates in
practice. MLOps (machine learning operations) procedures can help with the organisation of
evaluations.

- Keep evaluating - Evaluation is not a one-off event. As services change, and as the design of
their recommender systems evolves, so too do the risks facing users. Services should
therefore think of evaluation as an ongoing exercise and look to replicable methods to
observe changes in outcomes for users over time.

- Invite outside scrutiny - Where appropriate, services should consider allowing independent
experts to observe or directly undertake evaluations and audits of their recommender
systems (e.g. as Oracle is doing for TIkTok), which would help to minimise potential bias in
the design of those evaluations.

The field of research and practice in the evaluation of recommender systems is still nascent, and 
there are several gaps in our collective understanding of the merits of different approaches. 
However, we are seeing a number of promising developments that indicate a maturing ecosystem. 
This includes the introduction of new standards (e.g. ISO AWI 42005 which will provide guidance for 
AI system impact assessments), as well as collaboration efforts in civil society (e.g. Deb Raji’s 
Algorithmic Audit Network, which is a forum for researchers and policymakers to share best 
practice). We look forward to seeing the outcome of these initiatives and the continuing 
development of this ecosystem in the months ahead. 
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Box 1: Investigating the impact of recommender systems 

In addition to examining practical methods for evaluating recommender systems, Pattrn 
undertook research to investigate the impact of recommender systems on user exposure to 
harmful and illegal content, drawing on past investigations by academic researchers, civil society 
groups, and journalists. Our headline findings: 

• Recommender systems can take infinitely different forms. They vary according to the
information signals they process, the predictions they make about content, the weighting
applied to those predictions, and the way ranked content is “re-ranked”, among many
other factors. No two systems are the same.

• This means there is little value in asking the question of whether recommender systems in
the round cause harm to internet users; it is unhelpful to make generalised statements
about a technology that can be deployed in a multitude of ways.

• It is more useful instead to talk in terms of design choices, and the extent to which specific
choices increase or decrease risks to users. This framing also demonstrates that it is within
the power of online services to make changes to their systems to reduce risk to users,
without necessarily removing those systems in their entirety from sites or apps.

• The field of research examining the impact of these design choices is still nascent. It is also
hampered by researchers having limited access to platform data. However, several
academic, civil society and journalistic investigations have shown that the design of
recommender systems can impact user exposure to harmful content (e.g. Whittaker et al.,
2021; Water and Postings, 2018; and Ribeiro et al., 2019).

• Research has also shown that design choices can influence the extent to which users are
led on “pathways” from benign to increasingly harmful content (also known as “rabbit
holes”). Studies have shown that these effects can increase user exposure to a number of
harmful content types, including self-harm content, eating disorder content and extreme
content (e.g. Center for Countering Digital Hate, 2022; Whittaker et al., 2021)

• However, design choices are not the only factor shaping user exposure to illegal content.
Some researchers, for example, have argued that rabbit hole effects occur more
frequently in cases where users are already inclined to seek out harmful content.

• Design choices can also determine the likelihood of recommender systems being gamed
by bad actors. This can happen if the design of a system is too simplistic (e.g. with only a
small number of information signals feeding into its ranking decisions) or if granular
details of the design are made publicly available.

• While it is possible to prove that design choices matter, it is harder to know in abstract
which design choices matter the most. This is because a) there are a very large number of
choices available to platforms and their engineers; and b) every platform has its own
unique user base and content profile, which will determine the effects of a design change.

• Given that we cannot say with certainty that X design choice is riskier than Y design
choice, it is up to online services themselves to evaluate the impact of their own design
choices within their own contexts – a question that is explored further in this paper.

• Policymakers should continue to develop their understanding of recommender systems,
learning more about the impact of different design choices and the methods services
could use to better protect their users. In doing so, policymakers will need to be vigilant of
more significant technological developments, in particular recent breakthroughs in
generative AI, which could augment or one day supplant recommender systems as we
know them.
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3 Introduction 

Recommender systems have become ubiquitous within user-to-user (U2U) services (e.g., social 
media platforms where users can share content), and it may be impossible to operate some services 
without them. These systems aim to curate and recommend the most relevant content for users and 
can provide a valuable business model to platforms. However, recommender systems have also 
been demonstrated to amplify harmful content to their users under certain conditions. Studies of 
social media platforms reveal that these recommender systems can increase the likelihood that a 
user will be exposed to a wide range of harmful material such as polarising viewpoints, 
misinformation, and even illegal material such as terrorist content (e.g. Fernandez et al., 2020; 
Milano et al., 2020; Whittaker et al., 2021). In addition, recommender systems can be vulnerable to 
malign actors who wish to abuse the system in order to manipulate user behaviour and promote 
illegal or harmful content (Zhang et al, 2019; Christakopoulou & Banerjee, 2019). Given that such 
abuse can have negative effects on users and on society more widely, it is important to effectively 
evaluate the impact of the specific choices that feed into the design of a recommender system. Such 
evaluation can increase our understanding of the comparative limitations of implementations of 
recommender systems. 

To evaluate what assessment methods are available for U2U services and which could be used to 
increase online safety, this project provides a survey of methods and a consideration of the relative 
strengths and weakness of each. This project was commissioned by Ofcom, which will be appointed 
as the regulator for online safety in the United Kingdom under the Online Safety Bill and will take on 
new regulatory responsibilities once the OSB receives Royal Assent. As part of those functions, 
Ofcom may choose to recommend measures relating to the design of their recommender systems 
for the purpose of compliance with the safety duties of regulated services. 

Recommender systems are used to curate content that users would consider relevant or useful, 
usually approximated in practice by content that generates engagement. Yet research has 
documented that such systems are frequently engineered to boost business metrics – such as click-
through rates, user retention, ad revenue, or the time users spend on a platform – rather than 
optimising for different uses or values to the user. In order to increase such measures, recommender 
systems may promote content that evokes a strong response (Milano et al., 2020). This can 
inadvertently lead to users being exposed to illegal or harmful content, which can have negative 
consequences for both the users and the platform. We consider it is crucial for U2U services to strike 
a balance between optimising for these business metrics through the use of recommender systems, 
and ensuring user safety through the deployment of additional evaluation methods that take into 
consideration the broader context beyond user engagement. There are a wide range of approaches 
that can be used for this task, each consisting of a number of interacting methodological elements. 
These range from observational approaches which gather data and insights into how users interact 
with the system, to experimental approaches such as A/B testing which compare the impact of 
different versions of a recommender system on subsequent system behaviour. 

This project aims to provide evidence-based insights on these assessment methodologies and 
practical guidance to Ofcom. This research used expert interviews and analysis of academic and grey 
literature to provide evidence-based insights on these assessment methods. In total, the team 
interviewed 31 experts from academia, civil society organisations, government, and industry 
(generating 20 hours of transcripts) and reviewed the wide variety of papers on the topic. 
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How do recommender systems work in user-to-user platforms? 

A recommender system (or a recommender engine) is a type of information retrieval and ranking 
system that suggests content to a service user. Recommender systems are powered by a set of 
algorithms which, depending on what they are optimised for, select the content that is suggested to 
the user. The goal of a recommender system is to generate recommendations likely to be valuable to 
both the user and the platform, however, the exact metric or goal will vary. Examples of 
recommender systems considered for this research include those used within newsfeeds, video 
streaming, short-video sharing platforms, user-recommender, group/chat-room recommenders, and 
dating app recommendations. 

Two historically popular approaches to building recommender systems are collaborative filtering and 
content-based approaches. Collaborative filtering systems recommend content to users based on 
what similar users have engaged with in the past (Ricci et al., 2011). The logic is that if person A and 
person B have a similar taste in a particular type of content, they may have the same taste in other 
types of content. In contrast, content-based systems recommend content to users based on the 
nature of the content that they themselves have engaged with in the past (Aggarwal, 2016). Unlike 
collaborative filtering systems, content-based systems analyse the features of an item of content 
itself such as the text or images it contains. The logic is that if a person has engaged with content 
exhibiting X and Y features in the past, they are likely in future to engage with other content that has 
the same features. 

In practice, most  platforms use some form of hybrid method that combines collaborative filtering 
and content-based approaches, along with a range of signals from other components of the U2U 
platform (Meserole, 2022). While the exact approach will vary across platforms, most large-scale 
recommender systems will follow the same basic steps: 1) take the inventory of available content, 2) 
filter out content that violates their content moderation policies, 3) select from this filtered list a set 
of candidate items the user is likely to be interested in, 4) rank the items in order of predicted 
interest for presentation to the user, and 5) partially re-rank items to create, for example, diversity 
among items that are ranked consecutively. A diagram of this typical workflow is given in Figure 1.  

 

Figure 1 Workflow of the architecture of a modern recommender system, with item volumes typical of a large social media 
platform (reprinted from Thorburn et al. 2022). 
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Related work 

The focus of this report is on the relationship between recommender system design choices and 
user exposure to illegal or harmful content, but most of the existing literature is not so precisely 
scoped. Academic work focuses heavily on fairness, privacy and the transparency (including 
interpretability and explainability) of recommender systems (Ge et al., 2022), while more recent 
works explore the impact on well-being, as well as legal and human rights (Stray et al., 2022). 
Researchers and practitioners in recommender systems actively investigate issues of the quality of a 
recommendation (Beutel et al., 2020); the exploration of quality already presumes that the content 
is not illegal nor harmful, and instead it is about whether the content will result in the user 
interacting with it, either through clicks or purchases (Zhou & Li, 2021). Only a few papers from this 
literature directly contend with how illegal content can be amplified by recommender models. That 
said, there is considerable work that looks at the relationship between a recommender system and a 
particular (variably defined) category of illegal and harmful content, from which useful and relevant 
insights can still be drawn.  

Objectives and key research questions 

The overall objective of this research is to develop insights into how actors in U2U services can 
assess the impact of their recommender systems and the role of those systems in the spread of 
illegal content. To achieve this objective, we structured our investigation under three primary 
research questions, each with related secondary questions. 

Research Question 1: What are the key methodological strategies to evaluate the content decisions, 
systemic outcomes and impact on individual users of recommender systems across U2U services in 
the UK? 

• Can these methods also tell us about which types of users are being exposed to illegal
content?

• What methods could U2U services use to assess the extent to which recommender systems
create pathways from harmful content to illegal content?

• Do different types of U2U service require different types of assessment?

Research Question 2: Comparing across different U2U services (by size, monetisation strategy, 
functionality, audience, etc.), what are the best practices for evaluating recommender systems 
currently used by industry? 

• To what extent do online services already use these assessment methods?
• What do these assessment methods measure? How are these measures evaluated?
• How do these methods vary by efficacy and cost across different firms of varying size,

monetisation strategy, functionality, and audience?

Research Question 3: How can U2U services adopt measures to evaluate recommender systems 
effectively and efficiently? 

• Were online services to adopt assessment methods for the first time, what specific risks
might these methods pose to user privacy?

• Is it feasible for smaller services to deploy these methods, as well as large ones? What in-
house capabilities would be required to use them?

• How might online services act on the findings of any assessments they undertake?
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4 Research design 

The data collection and analysis for this project was completed over a three-month period from 
November 2022 to January 2023. Insights are drawn from three sources: (a) a literature review on 
assessment methods for recommender systems; (b) interviews with 23 experts drawn from 
academia, industry, government, and civil society organisations (CSOs); and (c) three discovery 
workshops with teams involved in the development and assessment of recommender systems, 
involving a total of eight experts. 

The literature review was developed by searching for key terms in Google Scholar, SSRN, and arXiv. 
This combination of terms, amongst others, primarily included: “harms recommender systems”, 
“content moderation recommender systems illegal content”, “transparency recommender systems”, 
“barriers responsible AI industry”, and “evaluation recommender system”. We consulted the 
proceedings from the ACM Conference on Recommender Systems (RecSys), Fairness Accountability 
and Transparency in Recommender Systems (FAccTRec), and the Workshops on Online 
Misinformation- and Harm-Aware Recommender Systems (OHARS). In addition to academic sources, 
we examined company transparency reports and reports from civil society organisations on methods 
to evaluate recommender systems from a responsible AI perspective. There are some limits to the 
approaches listed, however. Google Scholar, for example, depends on a ranking system that makes it 
harder to surface papers by scholars who are not already well established. Meanwhile, SSRN and 
arXiv, two of the most respected open access archives for social science and computer science 
research respectively, host unpublished work that has yet to go through peer review. Lastly, 
company transparency reports are subject to company influence and self-reporting biases. 

Interview participants were identified using a combination of directed search by identifying those 
who have recently published work into the evaluation of recommender systems, and a snowball 
sample, by asking interviewees for the names of those who they believed would be useful in 
answering the research questions. In total across both approaches, we observed a 55% acceptance 
rate for interview invitations. 

The distribution of interview and workshop participants across the affiliation categories was as 
follows: 38.7% associated with academia, 35.5% with civil society organisations, 54.8% with industry 
(or former industry), and 6.5% with government (note that participants can be affiliated with 
multiple categories, so the sum of these is greater than 100%). The Appendix contains a list of the 
interviews and workshops, including the pseudonyms that are used throughout this report, the 
affiliation type of the participants, and the date of the interview or workshop. When referencing a 
specific insight from an interview participant or workshop we use these pseudonyms. 

Interviews followed a semi-structured approach to ensure consistency in themes and focus, while 
also allowing for a degree of flexibility to pursue specific lines of inquiry where relevant and 
permissible.  The main lines of enquiry were: (a) to discuss the specific mechanisms by which 
recommender systems are implicated in the accessibility and distribution of illegal content, and (b) 
how user-to-user platforms could assess and measure this phenomenon. Questions then 
investigated best practice in this area across different services, and the barriers and limitations to 
successful assessment. Interviews took between 45 minutes and 1 hour to complete. A full list of 
research questions used within the semi-structured interviews is contained in the Appendix. In all 
cases, participants were informed of the goals of the research and gave their consent to participate 
in the interviews. Data was collected on a non-attributable basis, unless explicitly specified 
otherwise. 
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Following the data collection phase, the interview data was analysed using a general inductive 
approach where the main themes and topics were extracted over a series of intermediate 
summarisation steps, and the key insights extracted. Transcripts and interview recordings (where 
consent to record the interview was provided by participants) are contained within the Appendix. 

In addition to the expert interviews, we also held three discovery workshops with teams involved 
with building and assessing recommender systems. One workshop was held with a team who 
worked at a social media platform, one with a team who worked at a news organisation, and one 
with a group of data science and machine learning engineers. These workshops also followed a semi-
structured approach. In the case of the social media platform and news organisation, the discussion 
focused on the same questions as the expert interviews but as a more open and interactive 
discussion between all participants in the workshop. The data science and machine learning 
workshop followed a case study approach, where the participants were asked to imagine they were 
working for a social media platform and tasked with assessing the recommender systems in use (see 
the Appendix for details).  

There are a few limitations to the study of recommender systems which should be noted. First, as 
recommender systems and the relevant data are proprietary, they cannot be readily accessed by the 
public or the research community for critical analysis and evaluation. Consequently, all external 
research into recommender systems exhibits blind spots, relies on assumptions or heuristics, and 
necessarily depicts a fragmented account of recommender systems in practical use. Second, and 
related to the first point, our sample of interviewees is balanced across experts from academia, civil 
society, and independent technologists, yet recruitment among current industry experts was less 
fruitful. While we spoke with a total of 17 experts with industry experience, the majority of these 
were either former employees of U2U services or experts working in adjacent industry areas rather 
than working directly for U2U services. As a result, insights from experts currently working within 
U2U platforms are underrepresented in this study, and we spoke directly to just two such platforms 
along with a media broadcast organisation. Third, the voices represented in this research – both of 
interview subjects and authors quoted – mainly represent European and North American 
perspectives, which is where many of the recommender systems that will become subject to 
regulation under the OSB have been developed. However, perspectives from experts as well as users 
in other regions are represented to a lesser extent in this research. 



15 

5 Analysis & findings 

Recommender systems within U2U services are typically formed of complex “system of systems” 
and many interacting components, models, and decisions affect their design (CS1, CS2, CS3, DW1). 
This makes it challenging to assess their role in a real-world environment where user agency plays a 
significant role in their behaviour (Rogers, 2022). 

As a result of this complexity there are a wide range of methodological elements available but 
currently no consensus on the single best approach or a clearly superior assessment strategy. These 
methodological elements range from more simple approaches which explore a user’s self-reported 
experience of a platform, up to complex simulations or experimental designs. The best methodology 
for a service to use will vary depending on the design of the service, the level of risk accepted, the 
resources available, and the type of harmful or illegal content to be assessed. It is likely that a 
combination of approaches may be appropriate for many services. 

Challenges in assessing recommender systems 
Additionally, when assessing the impact of a specific recommender system, it was repeatedly 
highlighted that it is important to choose a useful and realistic alternative against which to compare 
a specific design choice (DW1, DW2, CS3). Note, however, that it is not possible for recommender 
systems on social media to be truly value-neutral. Even a strictly chronological feed prioritises 
recency and directs attention towards frequent posters and those in nearby time zones (Lazar, 2023; 
Ovadya & Thorburn, 2023); as a result, causal assessment requires careful planning and design. 

One point of tension regularly raised by experts is between the evaluation of recommender systems 
and the detection of illegal content – which is normally the remit of content moderation systems 
and teams (DW2, IND2). Many of the approaches to evaluating a recommender system require or 
assume that there is a “better” way to detect illegal or harmful content than what is actually used in 
the content moderation system (since otherwise the content found during the evaluation would not 
be on the platform in the first place). We discuss this tension later in Box 3, along with potential 
solutions proposed in 4.1 Fork B, but it is important to consider that the detection of this type of 
content is in itself a nuanced challenge. 

Much of the academic literature on assessing the impact of recommender system design on social 
media focuses on methods that can be performed using publicly available data or through limited 
interactions with a service. These methods include using publicly available data from application 
programming interfaces (APIs), conducting user studies, or limited experimental studies using a 
small number of inauthentic “sock puppet" social media accounts which can be manually controlled 
or programmed to act in specific ways. However, platforms themselves will likely have access to a 
much wider array of data sources and assessment methodologies that are not publicly available. 
Researchers without access to platform data or the ability to conduct on-platform experiments often 
encounter difficulties when trying to understand how platform recommendations are personalised 
for different users. Using automated accounts to test a recommender system from the “outside” can 
be a slow and tedious process. This is due to the need to manually create the accounts while 
avoiding triggering spam or inauthentic account systems, and then design the behaviours which the 
accounts should follow. Conversely, U2U platforms have the ability to monitor the recommendations 
made on their platforms in real time (CS6). This disparity between the public debate and the internal 
approaches has the result of limiting the public debate and allowing for limited academic scrutiny of 
the currently adopted approaches for assessing the impact of recommender systems on social 
media. As a result of this gap, the academic literature on this topic tends to lag behind internal 
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platform research and platform changes (Whittaker, 2022), and the latest developments and 
findings of platforms may not be reflected in the academic literature for 2-5 years. This highlights 
the need for increased public debate on the best approaches for using internal data and internal 
access to assess the impact of recommender systems on social media. By increasing this type of 
public debate, it is likely that the maturity of these approaches will rapidly improve. 

The following sections provide an inventory of the methodological elements identified in this 
research from both the literature review and the expert interviews, along with the relative strengths 
and weaknesses and the consideration points of each element. We then discuss what best practice 
would look like for a range of U2U services before considering the barriers to successful adoption of 
these best practices and the consequences of doing so. 

5.1 Developing a methodological toolkit 

In this section, we document the methodological elements available to platforms for evaluating the 
design of recommender systems in relation to illegal and harmful content. Methodological elements 
represent decisions made in the course of specifying a complete evaluation method. The inventory 
of methodological elements is given in Table 1. 

At a high level, we can state whether each methodological element is compatible with three broad 
approaches to evaluation: observation, experimentation, and self-report. This framework aligns with 
that proposed by the Global Internet Forum to Counter Terrorism (Thorley et al., 2022). 

Observation methodological elements are defined by their use of passively collected real-world data 
from U2U services. This data is then analysed in order to better understand how recommender 
systems have performed, the role they have played in determining what users consume on the 
platform, and their subsequent online behaviours. In most cases, observation provides descriptive 
(rather than causal) insight, meaning that it cannot attribute outcomes to the design choices of 
recommender systems. 

The second approach, experimentation, is distinguished by the role the researchers play in 
manipulating one (or more) aspects of the environment in order to gather insights into how the 
system works or the impact of various components relative to a control condition. By observing 
differential outcomes across such groups, experimentation can provide causal information about the 
impact of particular design choices. 

The final approach, self-report, involves directly asking stakeholders (users, publishers, developers) 
about their experiences with the systems of interest. Typically, these approaches gather more 
subjective information and are often used to assess thoughts, opinions, and feelings rather than the 
type of quantitative behavioural metrics gathered via observation. Self-reported data is often less 
accurate or complete than data collected using more objective or systematic approaches. 

The alignment of methodological elements into these three approaches is given in Table 1, noting 
that elements can be consistent with multiple approaches. In section 4.1.1 we describe in more 
detail each of these elements, what they do, and how they work. For the most part, the discussion of 
the relative strengths and weaknesses of each element is deferred to Section 4.2. 
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Table 1 Inventory of assessment method elements for evaluating recommender systems. 

Ref. Fork 
Methodological Elements 

Observation Experimentation Self-Report 

Baseline Decisions 

A Who performs the evaluation? 

A1 First party ✓ ✓ ✓
A2 Second party ✓ ✓ ✓
A3 Third party ✓ ✓ ✓

B What is the variable or outcome to be measured? 

B1 Prevalence ✓ ✓ ✓
B2 Virality ✓ ✓ 
B3 Pathways ✓ ✓ ✓
B4 Real-world outcomes ✓ ✓ ✓

C What type of insight should the method produce? 

C1 Speculative 
C2 Descriptive ✓ ✓ 
C3 Causal ✓ ✓ ✓

Process Decisions 

D How to identify illegal or harmful content? 

D1 Machine learning classifiers ✓ ✓
D2 User reports ✓ ✓ ✓
D3 User surveys ✓ ✓ ✓
D4 Civil society reporting ✓

E How to do causal inference? 

E1 On platform experiment (e.g. A/B testing) ✓
E2 Off platform experiment ✓
E3 Causal inference on observational data ✓
E4 Recommender system debugging ✓

F How to survey users? 

F1 Survey instruments ✓ ✓ ✓
F2 Experience sampling ✓ ✓ ✓
F3 Diary studies ✓ ✓ ✓
F4 Stimulated recall ✓ ✓ ✓

G What simulation to conduct? 

G1 Whole platform simulations ✓ ✓
G2 Sock puppet accounts ✓ ✓ 
G3 Functional testing ✓ ✓
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Definitional Decisions 

H How to quantify virality? 

H1 Number of shares or reposts ✓ ✓
H2 Structural virality ✓ ✓ 
H3 Probability of being shared ✓ ✓ 
H4 Epidemiological model ✓ ✓

I How to quantify pathways? 

I1 Recommendation maps ✓ ✓
I2 Distance ✓ ✓ 
I3 Learning of unwanted preferences ✓ ✓ 
I4 Increasingly extreme content ✓ ✓ 
I5 Explore/exploit trade-off ✓ ✓ 
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5.1.1 Structure 

It may seem natural to think that there is a finite set of methods for evaluating recommenders in 
relation to illegal and harmful content, that these methods are alternatives or substitutes for one 
another, and that a platform can “pick one off the shelf” and use it to evaluate their own 
recommenders. However, this view is misleading because there are many different questions one 
can ask about the relationship between recommender systems and illegal or harmful content, and 
methods that answer different questions are not true alternatives. In addition, the set of distinct 
methods available for answering any one of these questions may be (practically) infinite, as the 
number of ways to combine different methodological elements increases combinatorically. 

Instead, we think it is more helpful to think about the space of methods as a “garden of forking 
paths”. When deciding on a method, a platform or external evaluator must make many decisions 
about what things to measure and how to measure them. Each of these decisions constitutes a fork 
that differentiates the final method used from others that are possible. To fully specify or use a 
method requires many such decisions, so it is difficult to compare methods in their entirety. 
However, at each of these forks, there is usually a much smaller number of paths that can be taken, 
and these alternate paths can be more meaningfully compared. For this reason, we aim in this 
section not to exhaustively enumerate a set of alternative methods, but to characterise the most 
important or consequential decision forks that are often encountered when specifying a method, 
and the key methodological elements available at each fork. 

Figure 2 The beginning of the methodological "garden of forking paths". 

The garden of forking paths is both a blessing and a curse. It is a blessing because (a) it provides 
flexibility to customise methods to a given context, trading off the strengths and weaknesses of 
different methodological decisions, and (b) it means that there are multiple, distinct methods that 
can be used in parallel, which is likely necessary to obtain a good understanding of the complex 
system of humans and machines in which recommenders operate. It is a curse because (a) it makes 
it more complicated to compare methods, and (b) it means that those who decide which methods to 
use have a lot of leeway, which can allow them to influence the ultimate findings of an evaluation. 
This last point has been raised in academia following concerns raised about p-hacking (the strategic 
selection of a data analysis method to produce statistically significant findings) and the replication 
crisis of many empirical scientific disciplines (Gelman & Loken, 2013). Note that the act of 
influencing the findings does not have to be deliberate or self-interested on behalf of the party 
performing the evaluation. 
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Below, we document nine common decision forks encountered when specifying an evaluation 
method, and for each fork, we describe the possible paths that might be taken, along with the most 
salient strengths or weaknesses, and any necessary prerequisites for choosing a particular option. 
Keep in mind that the separate forks combine into a much larger decision tree that maps the entire 
space of methods (Figure 2), but this tree is impractical to visualise in its entirety. 

5.1.2 Decision types 

Baseline Decisions 

First-party evaluation methods (Costanza-Chock et al., 2022; Raji et al., 2022) are performed by 
platforms themselves on their own recommender systems. First-party methods have the most 
access to platform data and methodological flexibility of any other type of method. As per 
instruction from Ofcom, first-party methods are the primary focus of this report. 

Second-party methods (Costanza-Chock et al., 2022; Raji et al., 2022) are carried out on a platform’s 
behalf by a person or organisation that they contract to do this. In theory, second-party methods 
have the same potential access to data and methodological flexibility as first-party methods, but in 
practice these advantages may be complicated by privacy or contractual challenges relating to the 
granting of system access to people who are not themselves employed at the platform. For example, 
Article 37 of the Digital Services Act (DSA) requires some platforms to contract second-party 
organisations to audit their compliance with other DSA requirements (Meßmer & Degeling, 2023). 
TikTok’s hiring of Oracle to audit their recommender system (Fischer, 2022) is another example of a 
second-party audit. 

Third-party methods (Costanza-Chock et al., 2022; Raji et al., 2022) are carried out by a person or 
organisation that has no official relationship or agreement with the platform, such as academics, civil 
society organisations, or (in some cases) regulators. Relative to other methods, they are the most 
limited in their access to data and must make do with what the platform makes publicly available – 
either via scraping (e.g. Hernandez-Suarez et al., 2018) or an API – or what users of the platform 
share with them – either as study participants (Knijnenburg & Willemsen, 2015) or by making data 
donations (Araujo et al., 2022; Boeschoten et al., 2020). It is also not possible for a third party to 
conduct on-platform experiments, which limits the extent to which third-party methods can infer 
causal relationships in a way that is ecologically valid. 

While we focus on methods available to first parties in this report, note that this does include all 
methods available to second and third parties. Also note that independent reproducibility and 
verifiability is a desirable property for a method to have (Hutton & Henderson, 2015; Srivastava & 

Fork A 
Who performs the evaluation? 

1. The platform (first party)
2. Someone that the platform contracts (second party)
3. Someone else (third party)

Arises in every method 
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Mishra, 2023), which may justify the choice of a method that is available to third parties, even if it is 
the platform itself that carries out the work. 

Fork B 
What is the variable or outcome to be measured? 

1. The prevalence of illegal or harmful content in a given context
2. The speed and/or virality of illegal or harmful content – see Fork H
3. The presence of pathways that lead users to illegal or harmful content – see Fork I
4. Real-world outcomes of illegal or harmful content on users or society

Arises in every method 

Methods measuring prevalence aim simply to count the number or proportion of times that a 
particular type of illegal or harmful content appears in a given system or context on a platform. 
Examples include the prevalence of illegal or harmful content among: 

• Content present at a URL on platform servers
• Content able to be seen by users if they search for it
• Content shown unprompted to at least n users, for some number n
• Content linked to but not hosted (e.g. at a URL posted in a comment)
• Content users remember having seen

Methods measuring virality aim to quantify the speed and volume of content with which illegal or 
harmful content spreads on a platform. See Fork F for a list of approaches to quantifying virality, 
such as by using epidemiological models. 

Methods measuring pathways aim to quantify the extent to which a recommender system is leading 
users from ordinary content to illegal or harmful content. Our use of the word “pathways” here is 
deliberately vague, and there are a number of different ways it could be interpreted and quantified. 
For example, a pathway might be a situation where a user is shown illegal or harmful content that 
they would not have otherwise encountered, or where a user is shown increasingly extreme content. 
See Fork G for a list of approaches to quantifying pathways, such as by creating “recommendation 
maps” or looking for sequences of recommendations involving increasingly extreme content. 

Methods measuring real-world outcomes aim to quantify undesirable phenomena such as poor 
mental health or offline illegal activity that may be exacerbated by exposure to illegal or harmful 
content. Such outcomes can be measured without causal inference (e.g., rates of depression among 
platform users) or with causal inference (e.g., the change in depression rates that can be attributed 
to the use of the platform and its recommender systems). Cases where a recommender system may 
be altering the preferences of users (Carroll et al., 2021; Evans & Kasirzadeh, 2022; Krueger et al., 
2020; Thorburn, Stray, & Bengani, 2022a) are also included here as real-world outcomes. In 
academic literature, studies of the effect of exposure to content on real-world outcomes is known as 
media effects research (Valkenburg et al., 2016).  

Which of these outcome measures is best depends on what it is that we care about. Arguably, 
reducing real-world outcomes, such as terrorist activity, child abuse, and poor mental health, is the 
ultimate goal, so we may ideally aim to measure the extent to which recommenders are contributing 
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to those (and similar) outcomes. However, such causal inference can be difficult to achieve 
(Thorburn, Stray, & Benghani, 2022), in part because events like terrorist attacks are rare. Conceding 
that, the next most relevant set of outcome measures may be prevalence measures that focus on 
first-person user experience, such as the proportion of content seen by users that is illegal or 
harmful. This focuses on content that is actually seen, which is necessary for it to cause real-world 
outcomes. In contrast, other prevalence measures, measures of virality and measures of pathways 
are of interest only for instrumental reasons; they may indicate that illegal or harmful content is 
being seen more than it would under some counterfactual recommender system, and hence is more 
likely to cause real-world outcomes. 

A discussion of which of these outcome measures are typically used by U2U platforms is provided in 
Box 2.  

Box 2 

Outcome measures used by industry 

A typical large platform will be monitoring dozens or hundreds of metrics over time. If the 
trialling of a change or the addition of a new feature to the recommender system during an A/B 
test causes any of these metrics to cross pre-defined thresholds, a human review of the change 
may be required to ensure that changes are only deployed if they are seen as causing an overall 
improvement in the metrics being monitored. 

Only some of these metrics are publicly available, and only some relate to recommender 
systems and illegal or harmful content. One class of metrics about which there is public 
information is that related to “violative” content. Violative content includes illegal and, in some 
cases, harmful content such as hate speech or bullying that violates a platform’s content 
moderation policy. A review of metrics related to recommender systems and violative content 
that are known to be used by platforms is given in Table 2. Platforms may also test for other 
metrics that are not publicly known. 

Currently, “companies have sole discretion to decide which metrics they report on, how they 
calculate the data they share with the public, and which metrics they do not report on” (Singh & 
Doty, 2021; T1; CS4). Some platforms, including Meta and Google, have published metrics 
related to “harmful” content as part of a self-regulatory initiative to combat disinformation 
online (Google, 2023; Meta, 2020; Twitter, 2021; TikTok, 2022)). While these efforts are 
important, the descriptions of these measures are broad and not standardised across platforms. 

Table 2 Metrics known to be used by companies to measure the impact of their recommender 
systems in circulating violative (including illegal) content. 

Platform Metric 

Meta Prevalence, i.e., the percentage of all content views on Facebook (or Instagram) that 
were of violating content in a particular content category 

Twitter Number of removed Tweets that received fewer than 100 impressions. 

Number of removed Tweets that received between 100 and 1,000 impressions. 

Number of removed Tweets that received more than 1000 impressions. 

Percentage of total Tweet impressions that were on violative Tweets 
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TikTok Percentage of videos removed for violating terms of service or community guidelines 
removed before receiving any views. 

Videos not eligible for recommendation in users’ For You feed (Exclusive to Election 
related content). 

YouTube Violative View Rate, i.e., what percentage of views on YouTube comes from content 
that violates their policies (O’Connor, 2021). 

Each of these metrics is limited in the insight it can provide. For example, consider the Violative 
View Rate (VVR) which is used by YouTube. The VVR is calculated by taking a random sample of 
videos, tasking human reviewers to label them as violative or non-violative, and estimating the 
percentage of views these videos collectively received that accrued to violative videos. 

When A/B testing alternative recommender systems, VVR can be used to evaluate the impact of 
design choices on the prevalence of violative content among views of videos. However, VVR on 
its own conveys no information about the severity of the violative content. For example, child 
sexual abuse material may have a low VVR because it is only circulated among a small number 
of users, yet the fact that even one piece of this type of material appears on the platform should 
be cause for concern. 

The sampling method used also matters; a simple random sample and a complex stratified 
sample will give different results. Beyond the YouTube example, illegal content may be more 
likely to be found in certain parts of a platform, such as groups, messages, or events. 
Conditioning on these contexts when sampling may be important to accurately estimate the 
overall prevalence of illegal or harmful content. Finally, because content is labelled as violative 
by human reviewers, their interpretation of the platform’s policies will impact whether the 
content is considered violating or not. Research has found that human reviewers who label 
content frequently diverge in their interpretations of policies and can be influenced by their 
demographic characteristics, as well as those of the user who posted the content (Waseem, 
2016; Waseem & Hovy, 2016). Platforms can mitigate these biases by including labellers from a 
wide array of demographics, reporting inter-annotator agreement metrics, and hiring 
experienced and well-compensated labellers for this task. 

Fork C 
What type of insight should the method produce? 

1. Speculative or predictive insight about what might happen – see Fork G
2. Descriptive insight about what has happened
3. Causal insight about what can be attributed to a recommender – see Fork E

Arises in every method 

Speculative methods, such as simulations or predictions, provide insight about what might be, not 
what is (e.g., “if assumptions z are true, then x people will see content y”). See Fork I for a list of 
simulations that investigate the relationship between a recommender system and illegal or harmful 
content, including the use of sock puppet accounts or functional testing. 
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Descriptive or observational methods provide insight about outcomes (e.g., “x people saw content 
y”), but not what caused those outcomes. These may involve simply “counting”, or they may also 
involve running further descriptive statistical analysis on top of the observed data. For example, 
analysts may fit epidemiological models to estimate the virality of certain types of content (see Fork 
F) or use statistical models to understand associations between the demographics of a user and their
exposure to illegal or harmful content.

Causal methods provide insight about the extent to which outcomes can be attributed to a 
recommender system (e.g., “the algorithm caused x more people to see content y than otherwise 
would have under counterfactual z”). They arguably provide the most insight about the degree to 
which a recommender is implicated in the spread of illegal or harmful content, relative to a clearly 
specified alternative scenario. However, causal methods can be difficult to perform well in highly 
interconnected online networks, and the findings may not generalise broadly (Thorburn, Stray, & 
Benghani, 2022). See Fork E for a list of approaches to causal inference in the context of 
recommender systems, including on-platform experiments, such as A/B testing. 

All the outcome variables listed in Fork C can be studied in speculative, descriptive, or causal ways. 
Note that if only seeking descriptive insight of a prevalence outcome variable, there are arguably no 
more significant methodological forks. A platform must simply write some code to count the 
prevalence of the particular content in the specified context, using the chosen method for 
identifying false negatives. There may, however, be complexity in formalising what it means for 
content to have been “seen” and to aggregate those figures across multiple interfaces and 
recommender systems used by a platform. 
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Process Decisions 

Recommender systems on online platforms are usually integrated with some form of content 
moderation system. If there is illegal or harmful content being recommended, it is content that has 
not already been filtered out by existing content moderation classifiers – that is, content which 
represents false negative classification errors. A core challenge when evaluating the involvement of 
a recommender with illegal or harmful content is that one must be able to identify these false 
negatives, which existing classification systems have already failed to identify. Broadly, there are 
four methods available for identifying false negatives. 

Machine learning classifiers (Gorwa et al., 2020) are statistics or machine learning algorithms that 
classify items of content as belonging to a particular class that has been deemed illegal or otherwise 
harmful by a platform. In order to identify illegal or harmful content that has not already been 
excluded by a platform’s content moderation system – false negatives – such classifiers must be 
different from, and preferably more accurate than, those that are used for content moderation. 
These high performing models may be too computationally expensive to run continuously in 
production for all content uploaded to the platform, may have precision/recall trade-offs which 
make them unsuitable for use in content moderation due to their risk of false-positives, or may 
simply be so new that they are not yet implemented at production scales. There are also open-
source and commercial classifiers available for some categories of content (e.g. Davis, 2019; Google, 
2018; Jigsaw, 2021; Thorn, 2020), but these are not a complete solution; classifiers will likely be 
more accurate if they are trained on a platform’s own dataset, and the cost of commercial classifiers 
can become prohibitive, especially if used at platform-wide scale. Datasets used to train these 
models consist of items of content paired with labels (e.g., “terrorist content”, “child sexual abuse 
material”, etc.) generated by human raters, who the algorithmic classifier learns to imitate. Typically, 
raters use some form of classification rubric (e.g. Davey et al., 2021; Holbrook, 2015, 2017). There is 
often disagreement among human raters, so it is best practice for labels to be chosen according to 
the consensus or majority opinion (e.g. Davidson et al., 2017; Gordon et al., 2022), though this 
practice itself overstates the accuracy of classification (Gordon et al., 2021). This labelling process 
requires significant effort, although many platforms will be accumulating some of this data as a by-
product of their content moderation efforts. 

User reporting functions are forms that allow users to flag content they have encountered as 
potentially illegal or harmful. This content can then be reviewed by a human moderator or used as a 
useful signal for future investigation (see Fork E4). The number of items reported by users can also 
be a useful metric used to evaluate changes made to a platform or service; an increase in the 
reporting of illegal and harmful content may indicate that a change has surfaced more problematic 
content (Ind5). It should be noted that this is a lagging indicator of harm however, as the content will 

Fork D 
How to identify illegal or harmful content? 

1. Use machine learning classifiers
2. Rely on user & other third party reports
3. Rely on user surveys – see Fork F
4. Rely on civil society reporting

Arises in every method 
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have already been seen by potentially a large number of users (Ind5), and also that users need to be 
sufficiently engaged with the platform to report content reliably and consistently. User reporting is 
also readily gamed by users who, for example, flag content authored by another user they disagree 
with or wish to harm reputationally. For this reason, platforms seldom take individual user reports 
directly at face value, but usually review user reports before taking action (Dwoskin, 2018). 

User surveys are web forms used by platforms to elicit information from their users. These can take 
the form of questionnaires used to proactively ask users about their experiences on the platform 
and can be used to ask a user whether and to what extent they have been exposed to particular 
kinds of illegal or harmful content. Both surveys and reports are able to catch false negatives 
because they relate to content that is currently visible on the platform. See Fork F for a list of 
available surveying methods, including experience sampling and stimulated recall. 

Civil society reporting by third-party academics, journalists, or civil society organisations can identify 
when recommendation of illegal or harmful content is occurring on a platform. Groups such as Tech 
Against Terrorism1, the Institute for Strategic Dialogue2, The Markup3, and others are able to 
investigate both recommender systems and the groups that use them, and in doing so identify illegal 
or harmful content that has not been excluded by existing content moderation systems. In cases 
where malign actors are acting strategically to avoid detection, such as by using “algospeak” (that is, 
using euphemisms or code-words to circumvent existing classifiers (Lorenz, 2022)), false negatives 
may be most likely to occur along the frontier of new and newly strategic content. Civil society 
groups may have expertise about the strategies used by malign actors that does not exist within 
platforms themselves, and so help to identify false negatives.  

Similar third-party reporting of illegal content to U2U services can also come from government and 
law enforcement agencies, such as Counter Terrorism Policing’s Internet Referral Unit4 or Europol’s 
Internet Referral Unit5. These organisations use a combination of dedicated staff and crowdsourcing 
to detect and investigate malicious content online. 

Given that U2U services will remove illegal content from their systems once it is discovered, these 
measures will be used to retrospectively evaluate the recommender systems in use on a platform 
and the specific design decisions that went into each, rather than form the basis of an ongoing 
assessment of how this particular content is recommended as it is left on the platform. 

Box 3 

The interplay between recommender systems and content moderation 

The interplay between content moderation systems and recommender systems sits at the crux 
of how illegal content moves through and is amplified on platforms. Indeed, the Australian 
Government’s Office of the eSafety Commissioner acknowledges that recommender systems 
are a reflection of the content moderation decisions within the platform: “as well as potentially 
amplifying harmful content or inappropriately targeting users, services’ recommender systems 
are routinely exercising content moderation decisions, whether in order to throttle the reach 

1 See https://www.techagainstterrorism.org/ 
2 See https://www.isdglobal.org/ 
3 See https://themarkup.org 
4 See https://www.counterterrorism.police.uk/together-were-tackling-online-terrorism/ 
5 See https://www.europol.europa.eu/about-europol/european-counter-terrorism-centre-ectc/eu-internet-
referal-unit-eu-iru 

https://www.techagainstterrorism.org/
https://www.isdglobal.org/
https://themarkup.org/
https://www.counterterrorism.police.uk/together-were-tackling-online-terrorism/
https://www.europol.europa.eu/about-europol/european-counter-terrorism-centre-ectc/eu-internet-referal-unit-eu-iru
https://www.europol.europa.eu/about-europol/european-counter-terrorism-centre-ectc/eu-internet-referal-unit-eu-iru
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of ‘borderline content’ for all users, or to direct particular kinds of content away from users 
who might be offended by it” (eSafety Commissioner, 2023). However, there exist few case 
studies that showcase this dynamic, largely because platform failures remain behind closed 
doors except for a few highly publicised incidents. 

In 2021, Facebook (which rebranded to Meta in October 2021) came under scrutiny for a 
recommendation feature that suggested users “keep seeing videos about primates” in 
reference to a video of police brutality against a Black man that appeared on Facebook. 
Facebook took action to address the issue, as outlined in a statement from Facebook VP Tom 
Alison, shared publicly on Twitter. First, the topic recommendation feature was disabled, as 
well as “other features related to topical recommendations”. Second, the company rallied 
resources to execute a root cause analysis to discover how the “primates” label was applied to 
the video in the first place. 

Experiments are the gold standard for causal inference and involve the manipulation of some initial 
conditions and comparison of outcomes across treatment and control groups. A common form of 
experiment in the context of online platforms are on-platform experiments or A/B tests, which 
compare outcomes when users are exposed to different versions of the platform (e.g., different 
versions of the recommender system). The outcome measure of interest is recorded for each group 
and any observed differences can be compared using statistical hypothesis testing to check for a 
significant difference (Young, 2014).  

Within the category of A/B tests there are a wide range of possible specific implementations and 
methodological decisions (James et al. 2013). This range of choices make a standardised approach to 
on-platform experiments a challenge. The simplest example is a split tests where a single change is 
compared across a treatment and control group, while more complex multivariable tests can also be 
performed where multiple changes (>2) are compared over an equal number of treatment groups. In 
multivariable tests, the treatment groups can be nested within one-another in order to help control 
for confounding variables, and in these cases more complex statistical tests are used in order to 
draw meaningful insights. At the most complex level A/B tests can be run dynamically over a wide 
range of treatment options where ‘poor’ performing conditions (according to the outcome measure 
of interest) are dropped in favour of better performing conditions. One way of doing this is through 

Fork E 
How to do causal inference? 

1. Conduct an on-platform experiment
2. Conduct an off-platform experiment
3. Do causal inference on observational data
4. Perform recommender system debugging

Arises only in methods seeking causal information (Fork C) 

https://twitter.com/rmac18/status/1435436239792967680
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a multi-armed bandit experiment which uses machine learning to dynamically increase the users 
allocated to better-performing conditions.  

The advantage of this type of experiment is that poor performing conditions are dropped quickly, so 
there is no wasted time or monetary expense in continuing these branches. This means that a higher 
number of treatments can be tested compared to split testing (Slivkins, 2019). The limitation is that 
performing statistical tests on the outcomes of a multi-armed bandit experiment is not possible due 
to the dynamic nature of the treatment allocation, and so it is not possible to demonstrate an 
observed difference in two conditions is statistically reliable (Nishimoto, 2021). Notably, on-platform 
experiments cannot be performed by third parties, but they could be performed by second parties 
working in collaboration with a U2U platform if the platform is willing to provide access to platform 
design and data collection resources. 

Off-platform experiments are experiments performed using non-platform infrastructure. This 
includes browser extensions (e.g. Kohlbrenner et al., 2022) which are installed by a participant and 
then measure (and in some cases, manipulate) what content they see online as well as how they 
interact with it. For example, a browser extension might instruct the participant to follow (or not 
follow) certain accounts, and then observe how that influences the content recommended to them. 
Other modes of delivery for off-platform experiments include online surveys, which are common in 
media effects research, or more elaborate mock-ups of platform interfaces. In all cases it is possible 
to perform a range of experimental designs. Unlike on-platform experiments, off-platform 
experiments can be performed independently by third parties, but because they are limited in the 
extent to which they can use native platform interfaces, the insight they generate is usually less 
reliable than that produced by an analogous on-platform experiment. 

In some cases, it is possible to do causal inference on observational data, meaning that it may not 
be necessary to conduct an experiment in order to attribute changes in outcomes to a recommender 
system. There is a well-established set of methods developed within the computational social 
science literature for doing this, including using instrumental variables, differences-in-differences, 
regression discontinuity, subclassification, matching, propensity scoring and synthetic control 
methods (Cunningham, 2021). Versions of these have been developed within the recommender 
systems literature under names such as “off-policy learning” and “counterfactual evaluation” (Saito 
& Joachims, 2022).  

Each of these has certain requirements on the structure of the underlying dataset to be validly 
applied. For example, if a platform has a time series of event data (such as click rates) and wants to 
measure the impact of a specific intervention at a given time but has no comparable control 
condition, it is possible to use causal impact analysis to generate a synthetic counterfactual control 
(i.e., how the response metric would have evolved after the intervention if the intervention had 
never occurred). This is done by modelling the difference between the original time series and other 
comparable timeseries data that is unaffected by the intervention, and then projecting this 
difference forwards (Brodersen & Hauser, 2017). This has been used to measure the impact of 
hostile interference in online conversations in the absence of formal control conditions (Gallacher & 
Heerdink, 2019).  

In practice it will often be simpler and more defensible for a platform to simply conduct an A/B test 
than to attempt causal inference using observational data, though one important exception to this is 
cases where it would be unethical to perform the experiment (e.g., if experimentation would mean 
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deliberately exposing users to content thought likely to influence them into posting incitements to 
violence). In such cases, studies based on observational data may be the only ethical option. 

Recommender system debugging (CS3) – also known as root cause analysis – takes inspiration from 
debugging in software development. In this method, one starts with known cases of illegal or 
harmful content being shown to users and works backwards through the recommender system, 
examining the inputs and outputs of different stages in the algorithmic pipeline to understand why 
the content was shown. This might involve removing or altering certain elements of the 
recommender to conduct mini experiments and test whether the content would still be shown 
under an alternative system design (known as ablation or degradation studies) (CS3). This analysis 
can then be generalised to a broader class of content that contains the item which originally 
motivated the debugging process. Detailed platform logging can aid investigations, including 
recording the content presented to users, as well as the intermediate scores which were generated 
for this content within the internal recommender system processing (e.g., the predicted probabilities 
of engagement or content moderation classifications which were used to promote or downrank the 
content). 

Survey instruments are questionnaires used to elicit particular information from users. Such survey 
instruments can be ad hoc (developed in-house at a platform) or standardised (taken from existing 
literature). Ad hoc survey instruments can be tailored to a particular situation or context, but may 
not be psychometrically validated (that is, shown to be reliable measures of what they are intended 
to measure) or comparable with existing literature or across platforms. In contrast, standardised 
survey instruments are better able to produce data that can be compared across contexts, and may 
have been shown to be a valid measure of particular outcome variables (Phellas et al, 2011). Among 
other examples, survey instruments have been used by academics to measure indigenous peoples’ 
experiences of harmful content (Kennedy, 2020), by academics to rate the severity of different types 
of harmful content (J. A. Jiang et al., 2021), and by both academics and platforms to measure the 
relationship between social media use and social comparison (Burke et al., 2020; Jiang & Ngien, 
2020). 

The remaining three methods are specific surveying strategies intended to improve the reliability of 
data that is self-reported by users. 

Experience sampling (Csikszentmihalyi & Larson, 2014; Hektner et al., 2007; van Berkel et al., 2017) 
involves prompting the user at regular or random intervals to complete a short survey – perhaps 
only a single question – about their current or recent experience on the platform. Of the three 
strategies here, it is probably the least burdensome for the user and the cheapest to implement, as 
the same survey can be asked each time in an automated way through a platform interface. 

Fork F 
How to survey users? 

1. With questionnaire-based survey instruments 
2. Using experience sampling 
3. Using diary studies 
4. Using stimulated recall 

 

Arises only in methods that use user surveys to identify illegal or harmful content (Fork D) 
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Diary studies (Hyers, 2018) involve asking users to keep a qualitative diary and log specific 
information over a period of time, which can then be analysed by researchers. If completed 
properly, diary studies can be burdensome for participants due to the time involved in keeping 
detailed records. 

Stimulated recall (Griffioen et al., 2020) is a surveying or interview method that involves prompting 
users to elaborate on some form of objective record of their interactions with a platform. For 
example, the user may be shown the history of items recommended to them and asked to explain 
how they responded to each one, or why they engaged with some rather than others. Stimulated 
recall is likely more costly for a platform to implement than experience sample, as the questions 
asked must be personalised to each participant in the study. 

Whole platform simulations of a social network can, if well calibrated to reality, be used to find bugs 
or vulnerabilities and preliminarily test new features without needing to resort to experimentation 
involving human users (Gausen et al., 2022). A major example of this is Facebook’s WW simulation 
(Ahlgren et al., 2020; Harman, 2020; Vincent, 2020), which first trains thousands of models or more 
to emulate the behaviour of real users, and then lets these bots interact with each other using 
production platform code, albeit with no ability to communicate with or influence the experience of 
human users. Such simulations are labour intensive and for the most part could only be performed 
by large platforms, and the trained bots may not accurately simulate the behaviour of real users, 
particularly over the long term (see below). If ethical concerns are minor, it is more informative to 
use a simple A/B test on a new feature to see the effect it has on illegal or harmful content, rather 
than to simulate its implementation (DW2). 

Sock puppet accounts are synthetic accounts created within a U2U service which can be 
programmed, or manually controlled, to follow certain patterns of engagement when interacting 
with a recommender system. The items of content that the system recommends in response can be 
logged and subsequently analysed (e.g. Haroon et al., 2022; Hobbs et al., 2021). This method can be 
used to estimate how common illegal or harmful content is from the user’s perspective, assuming 
that users behave in a certain way. This approach has been used to observe how recommender 
systems can influence the behaviour of children within U2U services (5Rights Foundation, 2021). 
While this approach can generate unique and useful insights, it is most useful for assessing what 
happens when users first join a platform (the initial 10–20 or so interactions) and for measuring the 
first few recommendations (DW2). However, it is very difficult to create realistic experiments and 
fake account histories that reflect longer interaction with a platform, and the longer these types of 
studies try to simulate activity, the lower the validity of the findings they generate. As such, these 

Fork G 
What simulation to conduct? 

1. Perform whole platform simulations 
2. Create sock puppet accounts with prescribed behaviour, and observe what they see 
3. Perform functional testing 

 
This list is not exhaustive. 

 

Arises only in methods seeking speculative (rather than descriptive or causal) insight (Fork C) 
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types of studies are criticised for failing to incorporate user agency into their assessment of 
recommender systems, and do not account for how users actually interact with the recommender 
systems in a real-world setting (Ribeiro et al., 2023). Including user-agency in these synthetic 
assessments is challenging, but it is proposed to help alleviate an apparent paradox in the academic 
literature where studies often draw opposing conclusions about the role of recommender systems 
and the promotion of illegal content (Brown et al., 2022; Hosseinmardi et al., 2021). 

Functional testing or stress-testing (DW3) is a method which takes inspiration from the use of unit 
tests in software development. It consists of having a number of well-defined scenarios where 
vetted, gold-standard recommendations are known. These recommendations could consist of 
content that is deemed to be benign and non-violative and suitable for recommendation, or 
alternatively, these could be content which is known to be unsuitable for recommendation. A given 
recommender can then be tested by comparing its own recommendations to those defined in the 
test. This approach has been highly successful within the sphere of validating hate speech detection 
models (Röttger et al., 2021). Functional testing is considered a form of simulation because the 
scenarios represented in the tests are not necessarily reflective of the true distribution of scenarios 
encountered in practice. 

Any method of simulation faces fundamental limitations with respect to ecological validity. There is 
no guarantee that formal models of user behaviour or the platform environment accurately model 
reality, so simulations can only show us what might be, not what is. 

Definitional decisions 

Fork H 
How to quantify virality? 

1. Use the number of shares or reposts, optionally per unit of time 
2. Use structural virality, which quantifies “grass roots” vs. “broadcast” sharing patterns 
3. Model the probability of being shared 
4. Use an epidemiological model 

 
This list is not exhaustive. 

 

Arises only in methods seeking to measure virality as an outcome variable (Fork B) 

Virality is a term used to describe the degree to which online content spreads easily and/or quickly 
across many online users. It is possible that recommender system design choices can influence the 
virality of illegal or harmful content, and so influence the number of people exposed to it. To 
evaluate this possibility, it is necessary to formally quantify virality using data about how such 
content has been shared or reposted. 

Most simply, virality can be formalised as the number of shares or reposts, optionally per unit time 
(e.g. Brady et al., 2020; Bruni et al., 2012). Such a measure is impacted not just by the “virality” of 
the content but by the number of users on the platform and the popularity of the users who initially 
shared the content, so in isolation is not a good measure of virality. Another approach to quantifying 
virality is to use structural virality: the average distance between all pairs of nodes in the reshare 
graph (a tree structure) for a particular item of content (Goel et al., 2016). Intuitively, structural 
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virality attempts to quantify the degree to which content is propagated via a “grassroots” rather 
than “broadcast” pattern of sharing. Grassroots sharing is where community/individual sharing of 
content is the driver of dissemination, while broadcast sharing is where the content is disseminated 
to a large audience because they might have a large number of followers. 

The above two approaches require minimal modelling, meaning that they can be simply “counted” 
or “read off” from a platform dataset. Without more extensive modelling however, such measures 
can be vulnerable to confounding. For example, posts from accounts with a large number of 
followers or subscribers may appear more viral simply because they are initially distributed to a 
larger audience, giving them a “head start” in propagating through the network. Modelling virality as 
a function of other predictor variables (e.g., the size of the first account to post the content) is 
important to control for such confounders. There are also more latent ways of quantifying virality 
which inherently require a model to estimate. 

One such approach is to model the probability of a given item of content being shared by each user 
who is exposed to it (e.g. Berger & Milkman, 2012; Hansen et al., 2021), using simple statistical 
models such as logistic regression to model this probability as a function of whether an item of 
content belongs to certain categories of illegal or harmful content. 

Similarly, epidemiological models can be used to model the spread of information through a social 
network analogously to the spread of disease through a physical population. In this approach, virality 
is generally formalised using an estimate of the expected number of users each exposed user will go 
on to share the content with (whether voluntarily or involuntarily) – this is analogous to the 
parameter R0 in epidemiological SIR models (Gallacher & Bright, 2021). Hoang and Lim (2016) further 
distinguish between “fan-out” and “propagation count” to allow for the fact that a given user may 
share an item of content multiple times. 

Fork I 
How to quantify pathways? 

1. Create recommendation maps  
2. Measure the distance to illegal or harmful content 
3. Measure the recommender’s learning of unwanted preferences 
4. Check if the recommender displays increasingly extreme content to a user over time 
5. Consider the explore/exploit trade-off 

 
This list is not exhaustive. 

 

Arises only in methods seeking to measure pathways as an outcome variable (Fork B) 

Academics and industry researchers have expressed concern that recommender systems create 
pathways to illegal or harmful content. There are different ways of formalising the concept of a 
“pathway” in a way that can be assessed. Here, we focus on alternative formalisations where mere 
exposure to harmful or illegal content is the primary concern. We note that there are stronger forms 
of pathways with real world outcomes (Fork B), such as when a feedback loop between a 
recommender system and a user causes the user’s preferences to shift over time, which in turn 
causes the recommender to show them more harmful or illegal content (Thorburn, Stray, & Bengani, 
2022b).  
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Recommendation maps are graphs of recommendations made in the context of particular items of 
content (Brown et al., 2022; Etic Lab, 2018). For example, consider a YouTube user watching a 
particular video. Beside the video will be a recommender slate of “Up Next” recommendations. 
Clicking on each of these videos will take the user to those videos, which each have their own set of 
“Up Next” recommendations. We use the phrase recommendation map to refer to the abstract 
graph structure connecting each video with the videos that are recommended alongside it. 
Annotating a recommendation map to indicate which items of content are illegal or harmful can give 
a sense of how near a user is to such content – and by implication, how likely they are to encounter 
it – in a given context. An example output is given in Figure 2. Recommendation maps are specific to 
the choice of the original item of content from which the map is constructed, and if 
recommendations are personalised, recommendation maps will be different for different users’ 
accounts. Recommendation maps also include all possible recommendation paths from the original 
item of content, of which a given user will usually only take one. User-agency will therefore play a 
substantial role, and this is difficult to model effectively. 

 

 

Figure 3  A visualisation of a partial recommendation map (reprinted from Brown et al. 2022). 

Less comprehensively, it is possible to measure the distance from a user to illegal or harmful 
content. There are multiple potential measures of distance, including the number of clicks it would 
take them to reach such content and the physical time taken to reach such content. Such distance 
could be theoretical (i.e., the shortest path in the recommendation map, regardless of whether users 
take that path in practice) or empirical (i.e., how long it actually takes real users to be exposed to 
illegal or harmful content). 

Alternately, if a recommender can learn preferences for illegal or harmful content and start 
recommending such content more frequently as a result, then this could be considered the creation 
of a pathway. Most recommenders are designed to be content-agnostic by default, so are in 
principle capable of learning preferences for any kind of content, including that which is illegal or 
harmful. However, it is possible to design recommenders so that they do not learn such preferences 
(Whittaker et al., 2021). Success at avoiding the creation of pathways of this type can be evaluated 
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by creating a user account which engages with illegal or harmful content, and measuring whether 
similar content starts to be shown to the user more frequently. 

Another idea of a pathway is that a recommender might display increasingly extreme content over 
time. Pathways of this sort have been evaluated in the context of research on algorithmic rabbit 
holes and radicalisation (Boucher, 2022), usually by developing a way of quantifying how extreme 
items of content are along a relevant dimension, and then analysing whether there is a systematic 
bias in recommendations towards more extreme content than the user is already engaging with. 

Finally, many recommender systems have one or more parameters that determine their 
explore/exploit trade-off (Barraza-Urbina, 2017). That is, the degree to which they show content to 
the user which they are confident the user will engage with (exploitation) versus content they are 
uncertain they will engage with in the hope of discovering user preferences that the recommender 
previously was not aware of (exploration). It could be argued that recommenders that give relatively 
more weight to exploration will present more diverse content to users, and hence are more likely to 
recommend illegal or harmful content, creating a pathway to it. Thus, quantifying the 
explore/exploit trade-off may provide an indirect means of measuring pathways. It is perhaps a 
weaker notion of a ‘pathway’ than those described above. Nonetheless, the fact that most 
recommenders will eventually show users illegal or harmful content (through “exploration”) unless 
deliberate steps are taken to avoid this constitutes an important baseline scenario against which the 
existence of pathways can be measured. 

5.1.3 - “Audits” of recommender systems 

The word “audit” is a commonly used umbrella term in discussions about the evaluation of 
algorithmic systems (Costanza-Chock et al., 2022; Digital Regulation Cooperation Forum, 2022), and 
broadly speaking, audits do satisfy certain properties which distinguish them from non-audit 
methods. Typically, audits: 

• Are conducted by independent third parties. 
• Follow an analysis plan that is determined in advance. 
• Are carried out to a high level of thoroughness or completeness. 

These properties can apply regardless of the specific research questions that are being answered, 
and independently of the method used to answer them (so long as it is reasonably thorough or 
complete). For example, methods have been proposed (or, in one-off cases, trialled) for auditing 
recommender systems on issues such as: 

• Whether “recommendations [are] influenced by … revenue” to the platform (Sandvig et al., 
2014); 

• “Preference-based fairness” (Do et al., 2022);  
• “Algorithmic bias in job recommender[s]” (Zhang, 2021); 
• “Misinformation filter bubbles” (Ramaciotti Morales & Cointet, 2021; Srba et al., 2022); 
• Whether a recommender is politically biased (Huszár et al., 2022); 
• Longitudinal impacts such as “polarization or segregation of information among … users” 

(Dash et al., 2019); 
• Whether a recommender system is displaying banned content (Tracking Exposed, 2022); and 
• Whether certain recommendations would have been made under a counterfactual (Akpinar 

et al., 2022). 
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To varying degrees, these methods could be directly used or adapted to assess questions related to 
illegal or harmful content. However, the specifics of the proposed audit methods are diverse, 
spanning from simply trying to upload a banned video (Tracking Exposed, 2022) to conducting large-
scale platform experiments (Do et al., 2022). Rather than lumping all these methods together under 
the label “audits”, we think it is usually more useful to talk about a specific method by situating it 
within the decision fork framework introduced above. 

At the time of writing, there are few public examples of recommender “audits” conducted by or with 
the cooperation of platforms. There are occasional audit-like studies on various questions published 
by platform researchers (e.g. Bakshy et al., 2015), and an August 2022 news story reported that 
Oracle had been hired to audit TikTok’s recommendation and content moderation algorithms with a 
focus on foreign interference (Fischer, 2022), though the methods employed and results of these 
audits are not publicly known. Increasingly, regulations such as the EU Digital Services Act (European 
Union, Article 37, 2022) and the proposed US Platform Accountability and Consumer Transparency 
Act are requiring that large platforms accommodate auditing processes. However, the extent to 
which these regulations enable direct auditing of recommender systems remains unclear; the 
specific methods are left unspecified in primary law (Coons et al., 2022); and existing proposals for 
algorithmic auditing lack standardisation (Costanza-Chock et al., 2022). That said, there are 
considerable ongoing efforts to ascertain which methods such audits should use, such as the 
Auditing of Recommender Systems Project of the German technology policy think tank SNV (Stiftung 
Neue Verantwortung, 2022). Moreover, with respect to the EU’s Digital Services Act, the European 
Commission intends to publish secondary legislation on DSA compliance auditing methodologies – 
which might have practical relevance for the auditing of recommender systems – in late 2023.   

Box 4 

What makes a method good? 

Below, we list some general principles for what makes an evaluation method good. Some of 
these may be in tension with one another and require trade-offs to be made. The evaluations 
below draw from the expert interviews and the literature review performed in this report.  

Causal > descriptive or speculative (Fork E) 
It is better for an evaluation method to identify outcomes which are caused by a 
recommender system, rather than outcomes which may have occurred anyway. 

Standardised and commensurable > ad hoc 
It is better for an evaluation method to be sufficiently standardised that its findings can be 
tracked over time and compared with those for other recommender systems. 

Achievable > unrealistic 
It is better for an evaluation method to actually be used, which means it should be affordable 
for a platform to perform. 

Reproducible > taken on trust 
It is better for an evaluation method to be able to be performed by third parties, so that the 
findings of the method do not need to be taken on the word of a corporate platform. 

Scientifically valid and generalisable > noisy or anecdotal 
It is better for an evaluation method to produce findings that are accurate and generalise 
across contexts (e.g., across users, time periods, types of content, etc.). 
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5.2 - Comparison of methods 

The methodological toolkit presented in Section 4.1 contains all of the methodological elements 
proposed by interviewees over the course of the interviews, discussed in the discovery workshops, 
and gathered from the literature review. While these method elements are typically used in 
combination within an overall assessment method, in order to facilitate direct comparison between 
them, this section considers the relative strengths and weakness of each element.  

Each of these methodological elements have their advantages and disadvantages, and each is 
suitable for use in different situations for services with different requirements. In addition, the exact 
combination of elements will dictate the trade-offs offered by an overall assessment method. In 
order to provide a comparative overview of these methodological elements when it comes to 
measuring the impact of recommender systems in the promotion of illegal content, we scored each 
element along the following dimensions: insight gained, resources required, cost, validity, and ease 
of standardisation. These metrics were selected as they represent the key requirements for a 
successful overall assessment method while also highlighting areas likely to be in tension with one 
another. These metrics are given in more detail in Table 1. 

For each combination of methodological element and metric, members of the research team 
performed a round of scoring based on insights gained from both the literature review and expert 
interviews. Scores ranged from 1 (low) to 10 (high) for each element-metric combination. The results 
are presented in Figures 4–6 and the Appendix. The exact scores for each element are not intended 
to be insightful in isolation, but rather the overall trends and relative scores across elements should 
be considered.  

The results from this process indicated a few key trends as well as some tensions between different 
methodological elements. 

 

Table 1 Metrics used when comparing different assessment method elements. 

Metric Description Example low 
score 

Example high 
score 

Insight gained An estimate of how much new information 
researchers will learn about the impact of the 
recommender system by successfully including 
this methodological element. 

This includes insights in the wider sense, and 
accounts for the value of receiving null results. 

Only a small 
degree of new 
information 
about the 
system will be 
gained. 

Successful 
completion of 
this element will 
lead to a large 
amount of new 
insight into the 
impact of the 
system. 
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Metric Description Example low 
score 

Example high 
score 

Resources 
required 

A measure of the level of resources that would 
be required within an organisation for them to 
be able to include this methodological element. 

This includes the skills and experience of staff 
members, such as data science and engineering 
teams, as well as physical resources, such as 
computer infrastructure or data. It also 
includes more intangible assets, such as access 
to willing participants or a suitably engaged 
customer base. 

This measure does not include the cash 
required to run a specific assessment method 
once the prerequisite resources are in place. 

Few resources 
are required 
before this 
assessment 
method can be 
deployed, 
there are no 
specific data 
requirements 
and the 
method can be 
performed by 
non-specialist 
teams. 

There is a 
substantial level 
of resources 
required for this 
method to be 
deployed 
successfully. This 
could be for 
highly specialist 
data science 
teams, or pre-
existing 
hardware. 

Cost What is the expected marginal cost of 
performing the assessment method, assuming 
the required resources are available? 

For example, once a data science team is in 
place and is able to perform an analysis 
technique, what is the likely cost every time 
this method is performed? 

The marginal 
cost of each 
subsequent 
assessment is 
low and does 
not increase 
over time. 

The marginal 
cost of each 
assessment is 
high, e.g. 
through specific 
participant costs 
or infrastructure 
costs. 

Validity  How well does this methodological element 
accurately measure the phenomenon of 
interest? 

Here, we are evaluating for both internal 
validity (to what extent the method measures a 
true effect free from spurious influence) and 
external validity (how applicable the findings 
are to other contexts outside that immediately 
studied). 

The results 
may only apply 
to the specific 
context in 
which they are 
studied, or the 
results are 
driven by 
spurious or 
confounding 
factors. 

 

The element 
measures a true 
real-world effect 
and applies well 
to contexts 
outside the 
specific scenario. 

Ease of 
standardisation 

How easy is it to standardise this 
methodological element so that it can be 
repeated over time or across sectors and can 
be applied to other platforms? 

This includes how unique the research skills 
required to perform this approach are, as well 
as the data requirement or access to 
proprietary hardware/software. 

Highly specific 
and unique 
approach, 
possibly new 
or immature, 
which cannot 
easily be 
applied to 
different 
contexts. 

A mature 
methodological 
element that can 
be repeated 
elsewhere, 
allowing for 
comparisons. 
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Trade-offs between insight and required resources 

We find a clear positive relationship between the resources a service is required to have in order to 
use a methodological element and the insight that this method will provide (Figure 4). This trade-off 
is perhaps unsurprising, and points to a clear conclusion: there exists no single overall assessment 
approach which is both low resource and high insight.  

Experiments conducted via A/B tests scored the most favourably across the combination of these 
two metrics (Figure 4, E1), generating a high level of insight for a comparably lower level of 
resources required. This is driven by the fact that conducting simple A/B testing via a split-test is 
relatively easy for a platform to do, and in this simple configuration does not require much in the 
way of specialist infrastructure or statistical expertise. As the complexity of the experimental design 
increases, both the infrastructure and data science requirements increase to the point where 
running large multi-armed bandit type experiments could have a very considerable marginal cost 
attached for each new experiment. Given this, it suggests that the simpler style of A/B tests which 
compare two versions of a recommender systems, each with different design choices, within a small 
but representative segment of the platforms user-base, represents a good trade-off between insight 
and the required resources.  

It should also be noted that on-platform experimental approaches need to be combined with an 
additional measurement approach (D1-4) to record the outcome of interest and this will increase the 
resources required for this approach. Some of these approaches will require only a small degree of 
resources, such as user-reporting or user-surveys, while others, such as the creation of sock-puppet 
accounts and post-hoc analysis would be far more resource intensive.  

A similar tension is demonstrated in the case of off-platform experiments such as the development 
of browser-extensions for collection of user experience and behaviour data. As these extensions 
collect data in a naturalistic setting, they aid ecological validity and gives a good degree of insight. 
However, the cost of developing a custom browser extension is often extremely high, both in terms 
of the initial development and the ongoing operation (Kohlbrenner et al., 2022). Additionally, given 
the range of platforms, web browsers and user systems, each creating a standardised approach to 
developing this type of experiment is challenging. 

 

Standardisation helps lower costs  

Finally, we find that there is a negative relationship between the marginal cost of including a 
methodological element within an assessment approach (assuming an organisation has the 
capability required to perform this assessment) and the ease of standardisation of this element 
(Figure 6). This implies that low-cost high-standardisation elements are particularly good approaches 
for consistent deployment over time or as a minimal threshold to set across services and industries. 
These low-cost approaches will not give the greatest insight, however (Figure 4). An example of this 
trade-off is given by platforms which rely on user-reports as the key metric to evaluate changes to 
their systems. This element scores highly for standardisation and has a very low marginal cost, 
however, the insight generated is among the lowest across all elements. This means that while it 
could be a good initial assessment approach, it is unlikely to be sufficient in the longer term for 
larger platforms with access to more resources. The exception to this trend is civil society reports, 
which while relatively cheap from a platform perspective, are difficult to standardise due to the 
sheer number of ways that this could be done. 
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When considering the marginal cost of an element it is important to highlight that there may be 
some clarity needed on who should pay for these assessments to be carried out. If the cost is carried 
by the platforms how this funding is both secured and distributed across teams is an open question, 
which will likely depend on the resources available to a service.  

Overall, this comparative approach indicates that there are a number of trade-offs that must be 
considered when selecting methodological elements from which to build an overall assessment 
method. The overall scores for an assessment will be determined by the contributions from each 
element selected at each fork in the methodological toolkit.  

Looking at the specific elements, while there is no single element which scored perfectly across all 
metrics, we find there are a selection of elements which present a positive trade-off across the 
range of metrics. These elements include on-platform experimental approaches, such as A/B tests, 
and recommender system debugging, as well as the more sophisticated quantitative approaches 
focused on the analysis of observational data, such as epidemiological models and causal 
inference on observational data. Conversely, this comparison suggests that experimental 
approaches using sock-puppet accounts, off-platform ‘lab’ experiments, whole platform simulations, 
and ad-hoc survey approaches all score comparatively poorly. 



   

40 

 

Figure 4 Comparison of resources required to use a methodological element against the insight it is likely to generate. 
Letter-number references are given to Table 3. See appendix for legend.  

 

Figure 5 Comparison of validity (internal and external) of a methodological element and the insight it is likely to generate. 
Letter-number references are given in Table 3. 
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Figure 6 Comparison of the ease of standardising each methodological element and the marginal cost of each subsequent 
deployment. Letter-number references are given in Table 3. 

5.3 - Platform guidance 

Our findings in this report indicate that there is no single best method and no “magic formula” when 
it comes to evaluating recommender systems. Instead, each method has strengths and weaknesses, 
and different methodological elements work together to produce an overall approach. Similarly, it is 
advisable to combine different overall evaluation methods, as no single approach can capture the 
complete phenomena of interest. 

Additionally, there is an important distinction between formative and summative evaluation. 
Platforms should undertake some forms of evaluation frequently or continuously to inform the 
ongoing design of their recommender product (formative evaluation) and monitor for situations 
where external factors alter the way their recommender system interacts with illegal or harmful 
content (summative evaluation). For context, we also suggest that regulators focus their efforts on 
articulating best practice for formative evaluation and responsible development – not just 
summative evaluation of a “static” algorithm – and to consider what would constitute negligence or 
reasonable due diligence in the process of developing a recommender system. 

The combination of methodological elements that are adopted for evaluation will vary depending on 
the service size, resources, and the type of service that they provide. For example, for a small service 
it might be advisable to collect user feedback by providing a reporting option for problematic 
content and engage with users on a semi-regular basis to continuously collect data, and then 
perform a functional test / stress test (G3) before rolling out a large-scale change to the 
recommender system. These elements may present a positive trade-off between costs and insight. 
For a larger service they might also opt to additionally conduct a more formal audit, potentially 
performed by an independent organisation, of the entire system at fixed intervals (e.g., every year) 
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to give more insight (see 4.1.3). However, there are few industry-wide norms for how to perform 
these more comprehensive audits. One facet which spans multiple services regardless of size is that 
it is good practice to focus on the robustness and repeatability of a method so that it can be used 
over time and any changes can be monitored, rather than a single, very expensive approach that 
only provides a snapshot at a single point in time. 

Based on the evidence gathered for this report, there are a number of principles that facilitate the 
effective evaluation of recommender systems. The following subsections summarise these findings. 

Box 5 
Best practice for different kinds of service 

The methodological toolkit and comparison of methods given in Sections 4.1 and 4.2 are 
intended to provide service providers with a guide for designing the best assessment 
approaches for the recommender systems in use on their platforms. Here we provide three 
quick examples of what this looks like for platforms of varying sizes and sectors. 

A large video sharing service 

Large user-to-user platforms, such as video sharing services, contain high volumes of ever-
changing media content and make heavy use of recommender systems to help users find 
content they may be interested in. These platforms also typically have many resources 
available and extensive development and data science teams in-house. 

As such, research indicates that platforms may benefit  from building a robust and ongoing 
evaluation strategy which takes into account multiple data sources for flagging and detecting 
illegal and harmful content, and uses a combination of data science (E3) and A/B tests (E1) to 
understand the impact of all significant changes to design of their recommender systems on 
the spread of such content, before widespread deployment. 

Research also indicates that platforms could benefit from being aware of the risks that occur 
due to the posting of links that re-direct users to off-platform content which may be illegal or 
harmful. To help mitigate this, these platforms should invest in collaborative efforts with civil 
society organisations   academia, and the wider industry. 

A medium-sized dating app 

Medium sized platforms, especially those with a focus on user discovery such as dating apps, 
also make substantial use of recommender systems, although these are often less prominent. 
These platforms are often less studied, and so the potential harms occurring from 
recommender systems are less well understood. Their users are likely to be fairly well engaged 
with the platform and service and more likely to actively participate in research. 

By refocusing their efforts on conducting in-depth user surveys (F1) and interviews (F3, F4) and 
combining with observational data analysis (C2), platforms can may be able to better 
understand and uncover the risks of their recommender systems. 

A small specialist news aggregator 

Small platforms make up the long tail of service providers online. These platforms each 
individually host a small amount of content, but are common and so collectively make up a 
large proportion of online content. These platforms are often under-resourced, commonly with 
only one or two full-time staff and ad hoc software development contractors. 
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These smaller, less resourced, platforms may benefit from using off-the-shelf and commercial 
tools (D1) to assist with the detection of harmful content that is hosted on their platforms and 
exclude any content from their recommender systems if it scored moderately highly by these 
systems. If ongoing monitoring using these tools is too expensive, they can also be used to 
perform a functional test / stress-test for major changes to recommender systems prior to 
deployment (G3).  

Plan ahead, know what to measure, and measure it at the right time 

Model evaluation should ideally begin before adding new features or making changes to a 
recommender system on a platform (Ind5, DW3). As one interviewee noted (CS4), it is safer and 
cheaper to check an algorithm before it goes live than when it is already in production. 

The exact timing of the evaluation of a recommender system depends on a number of factors, 
including the size and scale of the platform, the risk of harm occurring, the type of content the 
platform offers, the audience, and the role the recommender system plays in determining the 
content which users interact with. For a trusted platform such as a public broadcaster, this might 
mean doing highly intensive functional testing / stress-testing before any change to a recommender 
system is rolled out, as their tolerance for an inappropriate recommendation is likely to be very low. 
For a larger service, this barrier is likely to be too high as they are deploying changes to their 
recommender systems much more frequently (possibly hundreds of times a day) and their risk 
tolerance is also higher. For such a service it might be more appropriate to perform evaluations 
using real-time feedback from users, and more active testing at a fixed interval when a more 
experimental recommender design is to be deployed. 

Evaluations can also be done in a graded and ongoing fashion. For example, when deploying 
significant changes to a system, it was reported as good practice to deploy this in a gradual manner 
across user-groups and collect continuous feedback on the impact of this change, only proceeding if 
this feedback is, on balance, positive (Ind5). This process will increase the requirement for statistical 
rigour in the analysis, and so should be deliberately planned in advance. In practice this might look 
like initially testing a change on a group of highly engaged and trusted users (such as paid testers or 
even organisation staff) and collecting qualitative feedback via user surveys and interviews, before 
rolling out progressively over the user-base and collecting quantitative feedback via user reporting 
and other business metrics.  

Identifying examples of when illegal content has been recommended to users, and working 
backwards from these examples (recommender system debugging, E4), could be an effective way of 
evaluating recommender systems (DW2). However, in order to conduct this kind of post hoc 
analysis, platforms have to systematically collect data on what content is suggested to users and 
document why certain users see that content. Similarly, if a platform does not log what content a 
user actually sees (as opposed to content they could have seen if they were on the platform at that 
time) then it is difficult to use some of these measures effectively. However, this raises privacy 
concerns both around data protection and user rights to privacy more broadly. 

The use of model cards within machine learning development demonstrates a similar example of the 
benefit of forward planning (Mitchell et al., 2019). Model cards provide a simple checklist of 
requirements for a developer to fill in prior to deploying a model which give brief descriptions of the 
intended use cases of the model, along with a description of the data used for training and 
evaluation, the intended use-case, any out-of-scope uses to be avoided, and any ethical 
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considerations. Evidence from industry experts suggests that this type of written exercise helps 
anticipate unintended consequences, and provides a more accountable development process 
(DW1). The use of model cards also makes any post hoc investigation much easier. In larger 
organisations, this allows non-technical teams to be involved at an early stage in the process of 
evaluating machine learning models. The creation of model cards is not a resource-intensive 
method, but companies need to use it deliberately and consistently, and this is true regardless of 
whether the model cards are intended for internal use or public publication. The evidence gathered 
in this study indicates that model cards are widely used across the industry, and are quickly 
becoming best practice. 

Incorporate input from users (cautiously) 

Assessing recommender systems is intertwined with the assessment of other elements of content 
management on a large platform. Recommender systems do not work in isolation but use signals 
generated by content moderation teams and internal security teams in order to identify which 
content is suitable for recommendation, which content should be downranked, and which content 
should be removed from the platform all together (see Box 3).  It is also important that content that 
has been flagged or rated low/negative6 by users is evaluated, and that this information can be used 
to retroactively improve the system to avoid similar mistakes (E4). This improvement could come 
from engineering efforts to address content processing or system-interaction limitations, or it could 
be used to re-train the recommender models themselves by removing the problematic content from 
the training set, or even using these removals as signals of the content not to recommend in a 
reinforcement learning paradigm (Afsar et al., 2022).  

The level of content flagged by users as potentially harmful can also be used as a key metric for 
evaluating changes to a system (Ind5). User reporting of problematic content is a relatively simple 
and inexpensive solution to detecting the false negatives7 from content moderation, however it is 
reliant on having a suitably engaged user base, and the metric does lag behind the problematic 
content being shown to users. Although it leads to limited insights when used as an evaluation 
method for an entire recommender system, user reporting still plays an important role in the 
ecosystem of tools for safely running a recommender system. 

It is important that this measure is robust, however. Systems designed to allow users to rate content 
negatively “can be gamed” (CS3), raising the risk that a malign actor might try to get legitimate 
content removed or high-profile users banned from a platform. As a result, single bursts of user 
reports are not a reliable enough metric to use in isolation. Instead, a more reliable metric is the 
collection of diverse low/negative signals. These diverse negative signals will, for example, originate 
from multiple users, in multiple regions, with varying account types (creation dates, user profiles, 
online behaviours, etc.) over a longer time period. This diversity is difficult to imitate due to its 
inherent randomness.  

Twitter’s Community Notes programme (previously known as Birdwatch) was highlighted as a 
potentially promising implementation of this (CS3). The platform allows Twitter users to add notes 

 
6 In software engineering, low or negative user ratings of content on U2U services can be programmed to send 
“negative feedback/signals” for the recommender system; negative signals can be used to indicate that the 
content is of low quality, which in turn would be deprioritised by the recommender system.  
7 False negatives in this context refers to when illegal (or violative) content is misclassified as innocuous by a 
services content moderation process. This has a variety of causes, including a miscalculation by an automated 
classifier or ill judgement by a human moderator.   
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to tweets that are misleading or otherwise problematic, along with the reasons why, and was cited 
as an example of encouraging users to provide feedback on content. However, such systems could 
also be gamed by bad actors if no safeguards are implemented. The actual impact of this programme 
on reducing harm is however unknown. Facebook has gone to great lengths to find ways to allow 
users to provide negative feedback on the content presented, making it easy to report a post for a 
specific reason by simply selecting the problem category or flagging the content. This type of 
encouragement of nuanced feedback from diverse users can provide excellent signals for use in 
wider systems. 

Invite additional scrutiny  

If platforms invite additional scrutiny of their assessment methods, then this has the potential to 
improve both the internal validity of these methods, by checking for accurate implementation and 
analysis, and external validity, by checking for appropriate methods selection and completeness. 
Additional inspection of the results of any assessment carried out can also help to ensure these 
results are interpreted appropriately. This view is reflected in a recent review of algorithmic audit 
processes (Meßmer & Degeling, 2023) where they advise that services set up an assessment process 
which brings together various elements, issues, stakeholders and assessment types in order to make 
a well-rounded assessment of the impact of their systems.   

This scrutiny can be conducted either by internal teams not involved directly in the assessments, or 
by external experts from academia and civil society, depending on the level of resources and 
expertise available ‘in-house’ and the appetite for engaging with external teams. For some platforms 
this type of review is already common practice. One platform (Ind5) explained how they have an 
internal review process of any proposed change to a system whereby a committee will form and 
evaluate the various assessment results and decide whether this change should go ahead. This 
committee is comprised of members from different departments, including product design teams, 
engineering teams, trust and safety teams, and the different competing interests will be evaluated. 
This internal transparency of the assessment process coupled with empowering the committee to 
make binding decisions on new features was argued to help build a more robust and reliable product 
and mitigate against harm. 

Share tools 

There are several examples of open-source tools being developed which can help with certain 
elements of the assessment process. For example, Meta recently released a safety tool that can 
identify copies of images and videos that may violate community standards and can be used by 
platforms to prevent the distribution of content related to terrorism and extreme violence (Clegg, 
2022). Similar efforts should be developed to share the tooling that larger platforms use internally 
for assessing the impact of recommender system design choices, and making these tools available to 
the wider community. These tools are likely to be expensive to develop, and therefore only the 
larger platforms will have access to the required level of resources. By publishing these tools open-
source, developers and researchers outside the platform can help make those methods more robust, 
therefore benefiting the original organisation. In addition to large platforms, civil society groups can 
also open-source the tools they develop. A good example of this is the browser-extension (E2) 
software developed by Tracking Exposed which can be used for investigating the recommender 
systems used by platforms including YouTube and TikTok (Tracking Exposed, 2023). These open-
source collaborative tools have been used by researchers and journalists outside the organisation. 
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Adopt best practice from machine learning operations 

Machine learning operations (MLOps) are a set of modern best practices and techniques for 
managing the end-to-end lifecycle of machine learning models (Microsoft, 2023). These best 
practices describe the use of automated tools and processes to manage the development, testing, 
deployment and monitoring of machine learning models. In practice this may include techniques 
such as version control for model development, version control for datasets, automated testing, and 
validation of models prior to deployment, and ongoing monitoring of the performance of deployed 
models, with defined processes for error analysis. 

MLOps is a burgeoning and fast-moving area of machine learning (do Prado, 2023) and so we do not 
prescribe any specific tools or techniques here, but rather than the principles of MLOps should be 
baked into the development and deployment of recommender systems. These best practices are 
quickly becoming standard across industry, often with smaller, more agile companies leading the 
way. The UK government has provided guidance in this area, initially from the National Cyber 
Security Centre on safe development for machine learning (NCSC, 2022), and secondly in the form of 
tooling in GCHQ’s Bailo machine learning development and deployment platform (GCHQ, 2023). 

5.4 - Adoption of methodologies for assessing recommender systems 

Services can apply a wide range of assessment methods depending on the various factors of interest 
for the assessment of a recommender system. During this research three main groups of 
methodological elements were identified, as discussed in Section 4.2. Each element provides insight 
into different aspects of recommender systems, from testing the actual recommender system 
through to examining user perceptions and real world outcomes. A combination of various 
methodological elements can thus reveal more information about the impact of recommender 
systems on societies. However, adopting some of the methodological elements also brings several 
challenges for digital services. In this section of the report, we evaluate the possible barriers 
preventing services from adopting evaluation methods, then some potential consequences of them 
doing so. 

5.4.1 - Barriers 

The adoption of specific methodological elements can create certain challenges for services. Due to 
the differences between services in their size, purpose, design or revenues, these challenges may be 
different for different services. Big tech companies are better equipped to conduct evaluations, 
while for smaller services the assessment methods can pose much bigger challenges. Large 
companies already conduct internal audits of their recommender systems and hence have the 
necessary know-how and resources. “With smaller platforms, you need to have a different set of 
expectations of what they can do” (CS5). As the challenges are different, thus, the solutions may also 
differ from service to service. 

Several factors influence whether platforms can effectively adopt measures to evaluate 
recommender systems:  

Monetary costs 

One of the most significant barriers to the adoption of assessment methods is cost and resources. As 
mentioned in Section 4.2, assessments which bring better insights can be costly. Such methods 
require skilled staff, time, capacity, and robust systems, which can significantly impact the overall 
costs. The low-cost assessment strategies, such as self-reporting, do not require a large number of 
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staff or special technical skills and rely on the willingness of users to participate. This group of 
methods can thus be easily applied across a wide range of services. Another element which lies on 
the cheaper end of the spectrum but can provide better insights is recommender system debugging. 
However, it requires the substantial ability to work with data, and thus platforms will need to bring 
staff with relevant skills and tools able to process it.  

Exactly determining the cost of an assessment method is difficult however.  One interviewee – an 
expert from the tech industry – observed that “the resources required to conduct comprehensive 
and ongoing assessment of a system with multiple layers of recommendation and interaction with 
other systems is huge” (CS4). While the largest services companies may be able to cover these costs, 
for smaller services such as start-ups, this can be a material burden for their business. Nevertheless, 
as mentioned by CS1, methods like quantitative assessment of “observational” data are more 
expensive when adopting them for the first time, as it is necessary to set up the infrastructure. As 
evaluation should be conducted continuously, the ongoing cost will reduce once the system is 
running properly.  

In addition, indirect costs may occur from changes to user engagement following recommender 
system assessments. An assessment may identify an issue related to safety which can only be 
resolved by making changes that lower user engagement, and thus service revenue. An additional 
scenario which may impact service costs is when a proposed update to a recommender system, 
designed to increase engagement, is delayed while the service assesses the impact of changes on 
safety metrics. This delay increases costs to the service, compared to if they had introduced the 
revised recommender system across their service at an earlier stage. 

In a survey of 54 AI practitioners’ attitudes to the implementation of ethical AI in industry, they were 
asked to list challenges of developing AI products ethically. The most common answer, chosen by 
33% of respondents, was that it would “incur additional costs” (Morley et al., 2021). Indeed, an 
intervention in a recommender system that changes the outcome metric from solely engagement-
focused metrics to some other less sticky8 goal would require significant investments from 
technology companies, such as an interdisciplinary team dedicated to understanding sociotechnical 
problems in recommender systems (Beattie et al., 2022). It is likely that engagement will remain a 
significant outcome measure however given that it provides a useful signal about what is valuable to 
the user (Bengani et al., 2022). Moreover, a decrease in engagement may be costly, especially as the 
business model for many platforms relies on ads. These costs are, however, crucial to protect users 
in the sector given the high potential of risks the users are facing. As platforms are increasingly 
subject to statutory duties relating to the protection of users, the cost may be seen as necessary to 
run business in this sector.  

Reputation 

In multiple interviews for this research, interviewees stressed that the main motivation for services 
is profit. Therefore, any reputational damage that results from revealing the flaws of their 
recommender system can be another barrier to services evaluating these systems. This can 
particularly be an issue when it comes to illegal content. If services discover as a result of the 
assessment that their systems are recommending illegal content, they may face enforcement action 
under new online safety regimes such as the OSB and DSA. A possible solution might be to ensure 

 
8 Stickiness is a measure of user retention; specifically, how often users are returning to a platform and the 
amount of time they spend on the platform. Sticky goals are those oriented towards user retention.  
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that the results of recommender system assessments are confidential, or released only to the 
regulator, as such a measure may decrease the risks connected to reputation and so platforms may 
be more motivated to perform assessments. On the other hand, keeping assessments confidential 
will decrease the possibility of external audits by civil society or governmental institutions as a 
control mechanism which are (according to several interviews) necessary to keep platforms 
accountable. 

Research ethics 

While some methodological elements, such as surveys or interviews with users, belong to standard 
methods in academic research where ethical concerns are typical minimal, other approaches, 
particularly experimental approaches, can raise issues of research ethics. Assessment methods 
which include experiments with actual users of a service pose a risk to ethical standards, especially 
when there is a risk that users may end up being exposed to illegal content as a result. For ongoing 
on-platform experiments such as A/B testing, users may consent to participating in this research 
when they create an account on an online service. While it is desirable for users to be informed 
about individual experiments, it may not be practical due to their frequency and the risk of 
influencing user behaviour to the effect of biased outcomes. Ideally, such methods would undergo 
some form of research ethics review, preferably by a third-party organisation, to ensure that the 
assessment is conducted ethically.  

Privacy and data protection 

Some assessment methods, particularly the observational methods, may require the use of personal 
data. Services must be assured that they can do so in a way that adheres to data protection 
regulation, and that they have the necessary data governance protocols in place to protect the 
privacy of their users (e.g. through anonymising that data). Services must also ensure that any 
personal data they collect and process is not used for purposes other than the one originally 
intended, unless there is a lawful basis for doing so. These issues also apply where a service 
outsources the assessment of its recommender system to a third party. In such cases, the service 
would need to be assured that the third party is collecting and processing any personal data in 
accordance with data protection regulation and in line with ethical standards more broadly. In some 
circumstances, services – particularly the smallest – may feel unable to adhere to these obligations, 
meaning they would not be able to proceed with an assessment of their recommender system (or 
would need to choose an alternative method that poses fewer data protection risks). 

Lack of available standards 

Standards bodies have begun to develop several standards that aim to support industry in 
scrutinising their use of algorithmic systems. This includes for example a proposed standard from the 
ISO that would “provide guidance for organisations performing AI system impact assessments for 
individuals and societies that can be affected by an AI system and its intended and foreseeable 
applications” (ISO AWI 42005). However, there are few standards that relate specifically to the 
assessment of recommender systems. This in turn makes it more difficult for services to understand 
which assessment method to deploy and how exactly that method should be performed (n.b this 
paper does not intend to go into that level of detail). Moreover, without these standards, it is 
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challenging to foster common practice across industry, which means that the results of any 
assessments are difficult to compare and contrast from one context to the next.  

5.4.2 - Unintended consequences 

Risk of feedback loops 

It is important to be aware of the risks of unintended consequences when changing how 
recommender systems are assessed. A particular risk is that a service creates new metrics as part of 
those assessments, which go on to create perverse incentives for users and those seeking to game 
the recommender system. 

An example of this is the introduction of Meaningful Social Interactions (MSI) metrics by Meta on 
Facebook, which was introduced in 2018 as the main business metric used to rank content in its 
News Feed. MSI was calculated from the weights of predictions for different types of reactions and 
gave greater prominence within the recommender system to posts with long, extensive comments 
in an attempt to capture positive and engaged conversation (Cameron et al., 2022; Facebook Papers, 
2019, 2020; Metz, 2021). Reports have subsequently suggested, however, that MSI resulted in an 
increase in negative interactions (Facebook Papers, 2023; Leqi & Dean, 2022), as the model learned 
to prioritise sensational content (Meserole, 2022). It has also been suggested that change also 
appeared to lead to the creation of further harmful content in addition to the promotion of existing 
harmful content (Leqi & Dean, 2022). Facebook has since made considerable changes to MSI and 
have removed some factors of engagement based ranking. , For example, for political content, 
Facebook have removed the reinforcing signals that its recommender system uses to rank a post 
based on the prediction that a user will share it or comment on it  (Iyer, 2023). As a result, the 
platform received qualitative feedback from users that their feeds were better in quality and worth 
their time due to a reduction in political content more “worth your time” as well as measurable 
reductions in quantitative metrics indicative of negative online interactions (e.g., anger reactions on 
Facebook posts) (Horwitz et al 2023). 

 
9 GIFCT-TaxonomyReport-2021.pdf 

Box 6 

Case study: Assessing recommender systems and terrorist and violent 
extremist content 

Assessing the role of recommender systems in promoting terrorist and violent extremist 
content (TVEC) poses specific challenges. Interviews with experts in online terrorism and 
counterterrorism revealed that these challenges stem primarily from the relationship between 
user agency and the promotion of content by recommender systems, the interaction between 
social media platforms and off-platform content hosting sites, and the difficulties in setting 
appropriate thresholds for content definitions (A1, A2, Ind2, CS5). The establishment of a 
common cross industry definition of TVEC also presents a major challenge9. 

User agency 

While recommender systems can lead to an increase in exposure to TVEC, this effect is most 
strongly focused on those individuals who already hold extreme beliefs, and who are likely to 
also actively search out this content. This was expressed by some experts as the key dilemma in 

https://gifct.org/wp-content/uploads/2021/07/GIFCT-TaxonomyReport-2021.pdf
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6 Recommendations and areas for future research  

As discussed in this report, the recommender systems used within U2U services are often highly 
complex and involve multiple interacting components. This complexity requires a nuanced approach 
to any assessment, which takes into account the specific design choices and platform-specific 
affordances that shape these systems. While there has recently been significant progress in 

measuring the effect of recommender systems on processes of extremism (Ribeiro et al., 2023). 
For a behavioural change effect to occur, exposure must be matched with vulnerability (A1, A2).  
Assessment methods must therefore consider whether the design choices within a specific 
recommender system played a role in increasing access to harmful content which the 
individuals are already actively searching out and should monitor users over extended periods 
of time to measure changes in user preferences or attitudes. 

Off-platform content 

Off-platform content is another challenge, as the interviewed experts advised that very little 
TVEC that amounts to relevant offences is hosted on mainstream platforms (Ind2; Tech Against 
Terrorism, 2021). This is due to the success of collaborative efforts such as the GIFCT hash-
sharing database and Tech Against Terrorism’s TCAP, as well as internal detection methods used 
by social media platforms. As a result, any assessment method investigating recommender 
systems and known TVEC on mainstream platforms will be unlikely to find any direct 
relationship. However, the larger concern raised was in the promotion of URLs that link to 
content hosted elsewhere, away from the social media platform where the users are located 
(Ind2). In these cases, the URLs shared on the initial platform may still be intended to show 
users potentially illegal content, but as the material is not uploaded to the original platform, it 
may not be caught by moderation systems or hash-matching systems. This is an effect which 
was observed following the 2022 Buffalo attack, where URLs were posted on larger platforms 
which linked back to smaller, less well-known platforms hosting footage of the attack (Ofcom, 
2022). Whether mainstream platforms should follow all URLs shared on their service in order to 
remove those that link to TVEC is an open question. 

Similarly, it was highlighted that many extremist and terrorist groups have moved their online 
operations to less moderated social spaces, and use mainstream platforms as a way of 
recruiting new members through the sharing of less harmful content (A1, Ind2). Assessment 
approaches could therefore also consider whether users end up leaving the platform, either 
definitively or for short periods, due to content which has been promoted to them, even if this 
content is not itself TVEC. 

Content decisions 

Finally, while TVEC may not always amount to illegal content, there is a considerable amount of 
sub-threshold content that can still cause harm (A2). Measuring the long-term consumption of 
sub-threshold material is key for any assessment approach. There is often a lag between the 
creation of TVEC connected with fast-moving events and when it is removed from a platform 
and added to a hash database (CS5). Assessment methods should focus on the spread patterns 
of TVEC and how they differ from those of non-harmful material to understand whether the 
design choices of recommender systems increase or decrease the consumption of this content 
during the viral phase. 
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developing assessment methodologies which capture this complexity, there are a number of areas 
that should be considered in future research.  

Consider the systemic risks to online harm that recommender systems may present, beyond the 
promotion of illegal content, and how to evaluate for these   

Recommender systems can lead to new and unique forms of online harm, beyond the promotion of 
harmful or illegal content, through the inappropriate combination of content which would not be 
harmful on its own. Examples discussed over the course of this project included the promotion of 
eating disorder content following a news article about famine, or pairings between content 
discussing terror attacks in a certain location and “what's on locally” articles for the same location. 
These are not “failures" of the recommender system, as it is clear why this type of content might be 
linked together, but the wider societal context is missing and is what might lead to the harm for 
users. A related example is given by a NATO report (Fredheim et al., 2019) which documented how 
the "suggested friends" feature on Facebook was revealing sensitive information on formations of 
military groups. This is unlikely to constitute illegal content, nor is this information harmful on its 
own, but when revealed in a specific situation, such as during a conflict, it could lead to substantial 
harm.  

In this work we have focussed primarily on the role of recommender systems in promoting illegal 
and harmful content, however a wider consideration of how evaluation methods can capture the 
risks of this wider type of systemic harm should also be considered. Developing suitable assessment 
methods for this will likely include many of the methodological elements we have discussed so far, 
but will also require additional steps. Meßmer & Degeling (2023) propose a potential solution to this 
through a risk-scenario-based audit process. In this proposal, the initial stage of any audit consists of 
a meeting of diverse stakeholders from within a service, as well as their users, civil society 
organisations, legal experts, and researchers who will collectively define and prioritise risk scenarios 
to capture those risks which might otherwise not be considered.  

Ongoing assessment and responsible product development  

In this report we have discussed the importance of moving from a "product" frame to a "process" 
frame when it comes to assessment approaches. The same holds true for regulators. Rather than 
focusing on "best practice" regarding specific designs, attention should shift toward "best practice" 
regarding the process of responsible product development. This approach requires methods to be 
viewed as formative rather than summative assessments, and appropriate evaluations should be 
performed when changes are made to the algorithm, starting well in advance of these changes being 
made. 

Many areas of this shift require further research to be successful. A key consideration is determining 
how often evaluations should occur in practice and what constitutes a "major" or "minor" change to 
a system. In addition, it is important to consider models of industry consultation that do not require 
formal, institutional meetings with regulatory bodies, but in which a multistakeholder approach is 
still retained. This may involve collaborating with external experts from academia or civil society who 
have experience working with social media data and platforms, and who could leverage these 
connections to conduct appropriate research which is shared with regulators. This approach would 
provide an alternative means for regulators to engage with industry and benefit from insights and 
expertise outside of formal institutional structures. The potential benefits of this approach should be 
explored further in future research. 
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Content moderation and recommender system interaction  

Recommender systems and content moderation systems are both crucial components of U2U 
platforms, determining which content is surfaced and what is removed. These systems are closely 
entangled and influence each other, at times exacerbating harm. For example, recommender 
systems may surface violative or borderline content that content moderation systems failed to flag, 
while also influencing the content moderation systems by biasing the human reporting towards 
certain types of content. This interplay facilitates harmful content to be promoted and distributed to 
users.  As such, further research is needed to better understand the dynamic between these systems 
and their impact on user experiences. 

Support for promising initiatives in this space and need for further collaboration  

In response to the view that online services industry lacks the auditing, evaluation, and 
accountability mechanisms that are common in other industries (Raji et al., 2022) there is a growing 
collection of civil society projects which look to develop tools for effective algorithmic assessment. 
These initiatives should be supported, and efforts put in to further the number of stakeholders 
involved with these projects and access to the required resources. Examples of such initiatives 
include the Open-Source Audit Tooling (OAT) Project from Mozilla10 which is focused on developing 
the open-source tooling, methodologies and resources required to support algorithmic auditors. This 
includes developing an online community, the ‘Algo Audit Network’, which currently has over 400 
participants on Slack.  

More formal multistakeholder collaborations such as the Global Internet Forum to Counter 
Terrorism (GIFCT), the Christchurch Call (CCU), and Tech against Terrorism’s Terrorist Content 
Analytics Platform (TCAP) have had a measurable impact on reducing the sharing of TVEC content 
across mainstream social media platforms. This model of collaboration should be replicated to 
address wider online harms, including those arising specifically from recommender systems, as well 
as other forms of illegal content such as CSAM or the trade of illegal products online.  

Finally, in order to support third-party initiatives and multistakeholder collaborations a standardised 
way of communicating the results of an assessment should be developed (Meßmer & Degeling 
(2023)) as this will allow for easier cross-platform comparison, monitoring of trends over time, and 
the sharing of best-practice across industries. 

 

  

 
10 https://foundation.mozilla.org/en/what-we-fund/fellowships/oat/ 

https://foundation.mozilla.org/en/what-we-fund/fellowships/oat/
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7 Conclusion 
Understanding the impacts of recommender systems is challenging and requires that different 
methodological elements be combined to form an overall assessment method. Applying these varied 
methods is essential to understanding the risk that users are being exposed to illegal or harmful 
content as a result of these systems. In some cases, technology firms already use these assessment 
methods, but only do so internally and in ad hoc ways, and as such it is impossible to evaluate, from 
the outside, the efficiency of their assessments. 

Having evaluated a wide range of methods, we can conclude that the most effective, most efficient, 
assessments will involve multiple elements incorporating observation, experimentation and user 
self-reporting. Indeed, evaluating the relative strengths, weaknesses and trade-offs of these 
methods reveals that the particular combination of assessment methods will vary by type of 
recommender system. However, we have identified a set of elements that demonstrate a good 
balance across a range important considerations. These elements include forward looking on-
platform experimental approaches, such as A/B tests, and backwards looking investigative 
approaches such as debugging. In addition, sophisticated quantitative approaches that focus on the 
rigorous analysis of observational data can provide valuable insight. With recommender systems 
evolving rapidly—both through user input and design changes by engineers—the assessment 
methods themselves need to be diligently evaluated and improved over time. 

Business priorities need not be compromised by rigorous evaluation exercises. Indeed, by 
committing to assess and scrutinise the impact of their recommender systems, online services can 
enhance their reputations, reassure their investors, and ultimately provide a safer and more 
enjoyable experience for their users. 
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9 Appendices 

Analysis Method  

The first stage of our analysis involved working closely with the Ofcom team to understand the exact 
scope of the deliverables and milestones. We organised multiple workshops at the outset of the 
project to ensure we would align closely with this. Concurrently, we began booking experts from 
academia, government and industry to secure the interviews needed for our accelerated timeline. 

The second stage involved gathering and analysing evidence through a multi-method research 
design. Our team conducted extensive research into cutting-edge social, computer and policy 
science literature. We were able to access to the latest scholarly preprints, advance publications and 
working papers from academic conference proceedings where the most recent research findings 
appear. Additionally, we collected evidence from extensive in-depth interviews and stakeholder 
roundtables, employing semi-structured interviews. Once we reached saturation in the collection of 
evidence from both literature and interviews, we coded the evidence into themes and catalogued 
the evidence in association with our guiding research questions. Using iterative coding, this 
methodology revealed consistent findings and salient trends, and identified blind spots in both 
policy and research. 

Finally, we submitted the entire assessment for a rapid review by independent experts and 
incorporated several waves of feedback from the Ofcom team. This ensured the highest standards in 
research methods, captured the latest evidence from policy-relevant and applied research, and 
verified and validated our findings and analysis. 

Multi-method research design such as this provides the most comprehensive form of applied policy 
analysis. The most important methods are likely to be qualitative (expert consultations with 
experienced staff in civil society, industry and government), comparative (across different types of 
systems, and across the most widely used platforms) and quantitative (systematic reviews, meta-
analysis of data). 

While the use of opinion data on how the public understands recommender systems and thinks 
about the regulatory environment is not specified in the tender request, we believe that going 
forward it is important that policymakers have full sight of the public appetite for regulatory 
solutions. In this way, we are able to provide the most thorough review of the latest research, with 
multiple forms of evidence, drawn from several countries and platforms, and with the added value 
of real measures of public understanding of recommender systems. 

One risk to this research is in the use of interview methods in the contemporary work environment. 
For our expert consultations we found that health crises, time zones and changing work 
commitments meant that flexible interviewing arrangements, including some email-based follow-up 
questions, elicited higher response rates than requests for in-person interviews. The timeline was 
relatively tight, so to mitigate this we planned for virtual expert interviews, supplemented with email 
surveys, in our expert consultations. The second risk we faced was that the platforms examined may 
have adapted their recommender systems while we were conducting our research. Our mitigation 
strategy was to include in our literature review the latest research we were able to access as 
academics (working papers and conference proceedings), to have multiple forms of qualitative, 
comparative and quantitative data, and to have a commissioned, independent review at the final 
stages of preparing deliverables for Ofcom. It is possible, indeed likely, that recommender systems 
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have evolved since the completion of the report, but we remain confident that the broad trends and 
general findings we identify will remain accurate and applicable for some time to come. 

We ensured GDPR compliance when collecting data, including through interviews, and used 
encrypted communication channels and data storage. 

B - List of expert interviews and workshops 
 

Table 2 Expert participants across interviews and workshops. 

Pseudonym   Type  Affiliation type(s)  Date   No. 
Participants  

A6 Interview CSO, Academia 22 Nov 2022 1 

A1 Interview Academia 28 Nov 2022 1 

Ind1 Interview CSO, Industry 28 Nov 2022 1 

A2 Interview Academia 30 Nov 2022 1 

CS1 Interview CSO 1 Dec 2022 1 

A3 Interview Academia 2 Dec 2022 1 

CS2 Interview CSO, Academia 5 Dec 2022 1 

CS3 Interview Academia, CSO, Industry 6 Dec 2022 1 

CS4 Interview CSO 7 Dec 2022 1 

Ind2 Interview Academia, Industry 8 Dec 2022 1 

A4 Interview CSO, Industry 8 Dec 2022 1 

Ind3 Interview Industry, CSO 8 Dec 2022 1 

DW1 Workshop Industry 9 Dec 2022 3 

DW2 Workshop CSO, Industry, Academia 12 Dec 2022 3 

DW3 Workshop Industry 13 Dec 2022 2 

Ind4 Interview Academia, Industry 13 Dec 2022 1 

CS5 Interview CSO, Academia 14 Dec 2022 1 

CS6 Interview CSO 15 Dec 2022 1 

A5 Interview Academia, CSO 16 Dec 2022 1 

Gov1 Interview Government 22 Dec 2022 2 

A7 Interview Industry, Academia 19 Dec 2022 1 

Ind5 Interview Industry 27 Jan 2023 4 
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C Data science discovery workshop case study 

Introduction to the case study 

- Participants are to imagine that they are now data scientists working for a medium-sized 
social media platform “Flapper”. Flapper lets users share text, images, and videos with each 
other via “flaps”. The network is set up such that users can see the content that users in 
their immediate network are sharing, as well as users in their wider network (friends of 
friends). In addition to this, some content from the wider network (un-connected) can be 
discovered and viewed. 

- Due to an increase in the amount of content shared, Flapper has recently started to use a 
range of recommender systems to rank/promote the content which is displayed to users, as 
well as suggest users to follow (and auto-complete search terms). This is to try and ensure 
that the most relevant and interesting content is shown to users first. 

- Flapper has received notice that these recommender systems might be playing a role in 
promoting illegal content to users. 

- Without going too far into the definitions, we can think of illegal content as broadly covering 
terrorist/violent extremist content or child abuse material, etc. 

 
Workshop discussion topic 

As data scientists at the platform, and with access to the data and resources that a platform such as 
this is likely to have, our question is how Flapper should assess whether their recommender systems 
are indeed promoting illegal content to users: 

- How can we assess where illegal content is ranked relative to legal content? 
- How can this illegal content be detected? 
- How can we assess whether their systems are affecting the “virality” of illegal content? 
- How can we measure speed and network spread 
- How can they assess whether their systems are creating pathways from harmful to illegal 

content? 
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D Comparative methods table     

Table 3 Methods scoring across methodological elements. 

Reference Method Insight Resources Cost Validity Standardisatio
n 

B1 Prevalence 4.0 4.0 4.0 5.0 8.0 
B2 Virality 5.5 5.0 5.5 5.0 3.0 
B3 Pathways 7.5 5.0 5.0 5.0 2.5 
B4 Real-world outcomes 10 9.0 9.0 5.0 5.0 
C1 Speculative 2.5 4.0 4.0 2.5 3.0 
C2 Descriptive 5.5 4.0 3.5 8.5 8.0 
C3 Causal 10 8.0 8.0 8.5 5.0 
D1 Machine learning classifiers 8.0 7.0 3.5 6.5 9.0 
D2 User reports 5.0 3.0 1.0 3.0 8.5 
D3 User surveys 6.0 4.0 3.0 5.0 8.0 
D4 Civil society reports 4.0 2.0 2.5 2.5 1.0 

E1 On-platform experiment 9.0 4.0 8.5 9.0 2.0 
E2 Off-platform experiment 5.0 8.0 9.5 6.5 2.0 
E3 Causal inference on 

observational data 
8.0 7.5 3.0 7.5 2.0 

E4 Recommender system 
debugging 

9.5 9.0 5.0 8.5 3.0 

F1 Survey instruments 5.0 4.3 3.5 4.3 4.0 
F2 Experience sampling 7.0 4.0 4.0 7.0 4.0 
F3 Diary studies 6.0 6.0 6.0 4.0 2.0 
F4 Stimulated recall 6.5 6.0 7.0 5.0 2.0 
G1 Whole platform simulations 4.0 9.0 9.0 3.0 1.0 
G2 Sock-puppet accounts 5.0 6.0 4.0 3.5 2.5 
G3 Functional testing 4.0 8.0 2.0 5.0 3.5 
H1 Number of shares or reposts 4.0 4.0 3.0 5.0 6.0 
H2 Structural Validity 5.0 5.0 4.0 6.0 5.0 
H3 Probability of being shared 6.5 5.0 4.5 4.0 2.0 
H4 Epidemiological model 9.0 8.0 5.0 6.0 2.0 
I1 Recommendation maps 5.0 5.0 3.0 2.5 4.0 
I2 Distance 4.0 4.0 2.5 2.5 6.5 
I3 Learning of unwanted 

preferences 
8.0 6.5 6.5 7.0 3.0 

I4 Increasingly extreme content 7.0 6.5 6.5 7.0 4.0 
I5 Explore/exploit trade-off 3.0 1.0 1.0 3.0 7.5 
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Pattrn Analytics & Intelligence (Pattrn.AI) is a spinout company from Oxford University that 
empowers public agencies and enterprises to effectively detect, understand, and mitigate hostile 
information campaigns and online harms. Pattrn.AI provides comprehensive insights into global 
information operations, data flows, and public perception of critical issues. We offer research and 
consulting services aimed at empowering decision-makers in policy and industry. Our approach 
combines social data science, machine learning, and social science methodologies to deliver robust 
and actionable insights. Pattrn.AI was founded by three researchers from the University of Oxford: 
Philip Howard, Jonathan Bright, and Lisa-Maria Neudert. 
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