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1. About ISBA 

 

1.1. ISBA is the only body in the UK that enables advertisers to understand their industry 
and shape its future, because it brings together a powerful network of marketers with 
common interests, empowers decision-making with knowledge and insight and gives 
single voice to advocacy for the improvement of the industry. 

 
1.2. ISBA is a member of the Advertising Association and represents advertisers on the 

Committee of Advertising Practice and the Broadcast Committee of Advertising 
Practice, sister organisations of the Advertising Standards Association, which are 
responsible for writing the Advertising Codes. We are also members of the World 
Federation of Advertisers. We are able to use our leadership role in such bodies to set 
and promote high industry standards as well as a robust self-regulatory regime. 

 
2. Overview 

 
2.1. We welcome the opportunity to make a short submission to this consultation. As an 

organisation, ISBA has long supported policymakers’ and regulators’ ambition to make 
the UK one of the safest places in the world to be online. It is welcome that, for the first 
time, VSPs which allow users to upload content will be required to adhere to regulation. 

 
2.2. In supporting measures to tackle online harms, we have also supported the principle 

of proportionality; and that the bigger the platform, the greater its responsibilities to 
ensure the welfare of its users. We agree that this is an important factor in this case of 
this guidance, and that the biggest VSPs should make a commensurately bigger effort 
to prevent, identify, and mitigate harm. We also believe that they have the responsibility 
to monitor the effectiveness of their efforts, to report on them, and to evaluate and 
improve. 

 
2.3. The larger platforms have more video content being uploaded than it is humanly 

possible to manage, so they are of course increasingly reliant on automation. It is vital 
that such systems continue to be robustly developed in order to help manage the 
continuing growth in the number and volume of uploads. With the amount of exposure 
to harmful content online – and with the sometimes horrendous consequences of that 
exposure, from mental ill health to physical harm – we and our members strongly agree 
that it is imperative that consumers and users are protected. 

 
2.4. Whilst the major platforms have introduced a range of initiatives aimed at protecting 

their users from harmful content, the ability to compare the consistency and 
effectiveness of these measures is questionable. Further, in the various workstreams 
which we have taken part in alongside government to tackle child sexual exploitation 
and terrorist content, is has been clear that issues are prevalent across smaller and 
emerging platforms, supported by advertising from some irresponsible actors. Setting 
a regulatory bar and reach that addresses this issue is critical. Up until recently, the 
regulatory environment covering online content has been fragmented and multi- 
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territorial, and has been driven by public pressure rather than proactive engagement. 
It has also lacked robust data. We therefore fully support progress toward new 
regulation, enforced by Ofcom. 

 
2.5. The advertising and marketing industry is already working of its own accord to address 

the challenge of harmful content on digital media platforms, and its monetization via 
advertising. The Global Alliance for Responsible Media (GARM) is a cross-industry 
initiative which has been working to set standards and definitions of harmful content. 
We highlight more about this work below. 

 

2.6. We note that this VSP regime is the first step in a process which will continue through, 
and be superseded by, the online harms regime enabled by the Online Safety Bill. As 
this will be the foundation of that future framework, we agree that it is important to set 
fundamental principles now which can stand us in good stead for the future, and 
accommodate changes in VSP technology and digital advertising. 

 
3. Response 

 

3.1. In this response, we are focusing on answering questions 1-7 and 11, where we feel 
we can offer a view and where responses are of direct relevance to the interests of our 
members. 

 
1. Do you have any comments on Section 3 of the draft guidance on harmful material and 
related definitions? 

 

3.2. We note Section 3 of the draft guidance, which offers definitions of the types of material 
consumers should be protected from. We also note the split of harmful material into 
two broad categories – ‘restricted’ and ‘relevant harmful’ material. 

 
3.3. The definition of relevant harmful material includes content likely to incite violence or 

hatred against individuals or groups, based on recognized protected characteristics; 
and material which would be a criminal offence, such as terrorism, child sexual abuse, 
racism, and xenophobia. ISBA has a history of partnering with policymakers on behalf 
of our industry to tackle these issues – not simply from a position of brand safety and 
reputation, but because we believe in a trusted, responsible advertising and online 
environment. We therefore welcome the definition of relevant harmful material, 
especially at a time of increased hate speech and disinformation online. 

 
3.4. We note that restricted material is that which has, or would be likely to be given, an 

R18 certificate (or which has been, or would be likely to be, refused a certificate 
entirely). We presume that the requirement will be for platforms to map their current 
definitions to that of the BBFC and classify videos accordingly. 

 
3.5. We would raise the question of possible exemptions to what would otherwise be R18 

category content. For example, there has been discussion when it comes to the 
upcoming online harms framework around due consideration for material which is for 
journalistic purposes, and would ask whether this will be taken into account in the VSP 
regime. We would also raise the issue of the intent of the material which is uploaded. 
For example, there may be videos which condemn acts of violence; or videos 
containing images of self-harm which may be uploaded by health bodies or NGOs who 
are providing support to vulnerable individuals. An intelligent approach to this content 
would clearly be welcome. 
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2. Do you have any comments on the draft guidance about measures which relate to terms 
and conditions, including how they can be implemented? 

 
3.6. We agree that the implementation of a common framework of definitions of what counts 

as restricted definitions is essential. We would balance this by suggesting that it is also 
essential that the VSP should notify the user of such material, and that without both 
sides of this coin, the guidance will be ineffective. 

 
3.7. We further agree that the definitions of harmful content are also key to the regime; and 

that the recommendations for ensuring that terms and conditions are easy to use, 
effective, fair, transparent, and are required to evolve, are all sound. 

 

3.8. At this stage it may be helpful for us to refer to the definitions of harmful content which 
have been agreed by GARM in their brand safety and sustainability framework. 
Marketers, agencies, advertising representatives (including ISBA), and platforms 
including Facebook, YouTube and Twitter have agreed to adopt this common 
framework for defining harmful content that is inappropriate for advertising, and to 
collaborate with a view to monitoring industry efforts to improve in this area. 

 
3.9. Four key areas for action were identified by GARM, designed to boost consumer and 

advertiser safety with agreed individual timelines for each platform to implement across 
the different areas. These are: the adoption of GARM definitions for harmful content 
for safe advertising practices; the development of more harmonised reporting on 
harmful content; a commitment to have independent oversight on brand safety 
operations, integrations and reporting; and a commitment to develop and deploy tools 
to better manage advertising adjacency. 

 

3.10. Historically, definitions of harmful content varied by platform. GARM’s Brand Safety 
Floor and Suitability Framework offers common definitions to which participants have 
agreed to adhere. The Safety Floor (Fig. 1) lists content for which industry considers 
that it is not appropriate for there to be any advertising support (and in the context of 
this consultation, would seem analogous to Ofcom’s ‘relevant harmful’ material). The 
Suitability Framework (Fig. 2) lists sensitive content which may be appropriate for 
advertising, when that advertising is supported by proper controls (perhaps analogous 
to Ofcom’s ‘restricted’ material). 

 
3.11. This initiative by industry builds on the self- and co-regulatory system and solutions 

which are the hallmark of the United Kingdom’s successful and world-leading 
regulation of advertising content. We hope that this framework is of use to Ofcom as a 
point of comparison and inspiration for the definition of what counts as relevant harmful 
and restricted content, and for the nuances which can take place when it comes to the 
interpretation of the impact of restricted content’s being consumed by a user. 

 
3.12. It will be noted that GARM have agreed that where content is part of the Brand Safety 

Floor, it is not appropriate for it to be supported by any advertising content. If there is 
to be read across to Ofcom’s relevant harmful material, then it stands to reason that 
the same consideration may apply. Where content is classed as relevant harmful, it 
may be useful to mandate that that content should not be monetised. 
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Fig. 1. GARM Brand Safety Floor 
 

3. Regarding terms and conditions which prohibit relevant harmful material, do you have any 
comments on Ofcom’s view that effective protection of users is unlikely to be achieved without 
having this measure in place and it being implemented effectively? 

 
3.13. The definitions of harmful content laid out in the consultation document appear to us 

to be logical. Of course, a balance has to be struck between seeking to apply these 
rules to a broad set of video providers, offering different services and access to a wide 
range of content. However, the effective self-attestation or application is perhaps too 
broad. 

 
3.14. Notwithstanding this, we believe that an important question is how such harmful 

material can be prevented from being uploaded in the first place – preventing harm 
before it is committed (while of course appreciating that, as the document states, it is 
impossible to promise to prevent all harm). We believe that VSPs should be mandated 
to remind those uploading content that harmful content is disallowed, and that the 
definitions of harmful content should be signposted to uploaders. 

 
3.15. Section 4.18 of the draft guidance states that terms and conditions “should explain the 

type of content considered to be restricted material … and specify that videos 
containing this material must be brought to the attention of the VSP provider”. We 
would question whether this responsibility should rather rest in the control of the 
platform, which should dictate agreed terms about what is and is not allowable content 
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– and implementing controls asking uploaders to certify what type of material they are 
submitting. 

 
 

Fig. 2. GARM Suitability Framework 
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4. Do you have any comments on Ofcom’s view that, where providers have terms and 
conditions requiring uploaders to notify them if a video contains restricted material, additional 
steps will need to be taken in response to this notification to achieve effective protection of 
under-18s, such as applying a rating or restricting access? 

 
3.16. We agree with the assertion that controls on the uploading of material, married with 

age-gated controls managing the accessing of such content by the user, are necessary 
to create a fully effective system. 

 
3.17. Answering the challenge set out in the consultation, as well as many other relevant 

public policy issues, relates to the critical question of age and ensuring both that minors 
are protected from harmful content, and that those accessing certain content have 
satisfactorily demonstrated their age. Regulators and policymakers have issued 
relevant consultations here, including the ICO’s on the Age Appropriate Design Code, 
and the Government’s recent National Data Strategy. 

 
3.18. When it came to the Age Appropriate Design Code, the compliance options set out 

were either to apply standards to all users by default, or to offer a robust and effective 
age-verification mechanism. The recommendation was for the latter, in order to tailor 
the experience for each age range. 

 
3.19. While the ICO was clear that age verification does not solve every issue, the Code 

inevitably encourages much greater use of it. It was our belief that this was likely to 
deliver one of two consequences: requiring significantly more data collection from both 
adults and children, in direct contradiction to the principle of data minimisation; or, 
potentially, arbitrary age-gating that would restrict children’s ability to benefit from the 
online world. 

 

3.20. ISBA and our members have long sought improved enforcement of age limits through 
improved verification techniques. We continue to believe that further innovation is 
needed in this area to improve standards, and there are a range of techniques which 
could be deployed, up to and including formal identification through documentation. 

 
3.21. The challenges identified in the National Data Strategy underline the potential for age 

verification and associated digital identities; the Government noted this in the context 
of allowing people to verify their identity for the purposes of individual transactions, 
from applying for benefits to buying a house. It is possible that a trusted, verifiable 
digital identity could also be a powerful tool for clamping down on online harms such 
as trolling, or give platforms greater ability to prevent younger age groups from seeing 
advertising which would be inappropriate for them. 

 
3.22. There remains no consensus on a particular solution for this, but when it comes to the 

additional steps which need to be taken to achieve effective protection of under-18s, 
we believe that it is important that a system of age verification continues to be explored 
– in order for platforms to take more meaningful action to protect vulnerable people, 
properly target advertising, and promote accountability. 
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5. Do you have any comments on the draft guidance about reporting or flagging mechanisms, 
including on Ofcom’s view that reports and flagging mechanisms are central to protecting 
users? 

 
3.23. Our general comment is that these systems, which allow users to rate and/or report 

harmful material, must be designed so that they are intuitive and easy to use. We would 
encourage Ofcom to provide guidance for VSPs on what rating system they should be 
using, and that wherever possible this should be consistent across platforms, rather 
than being left to their discretion. 

 

6. Do you have any comments on the draft guidance about systems for viewers to rate harmful 
material, or on other tagging or rating mechanisms? 

 
3.24. It is possible that the obligations being set out in the guidance are too loose, and that 

it is not easy to distinguish between the individual uploading content, and the user 
downloading it. When it comes to the person uploading, it is our view that at the point 
at which the upload is made, there should be a clear notice indicating an uploader’s 
obligations under the platform’s terms and conditions, including what counts as 
relevant harmful and restricted material. 

 
3.25. VSPs should also be taking measures to determine, through content verification 

processes and techniques, what content is actually being uploaded to their platform. 
As it stands, in our view it is not clear that this is an obligation being levelled on VSPs. 

 
7. Do you have any comments on the draft guidance about age assurance and age verification, 
including Ofcom’s interpretation of the VSP Framework that VSPs containing pornographic 
material and material unsuitable for classification must have robust age verification in place? 

 

3.26. Please see our comments pertaining to the Age-Appropriate Design Code and age 
verification/digital identity systems above. 

 
11. Do you have any comments on the draft guidance about media literacy tools and 
information? 

 

3.27. We would draw Ofcom’s attention back to Media Smart, the media literacy programme 
initially focused on advertising. Its objective remains to provide children and young 
people with the tools to help them understand and interpret content they see so that 
they are able to make informed choices. Advertisers pay for the materials created, 
agencies support broadcast creative, media give airtime, and the industry platforms 
Media Smart at events. Media Smart content has included material on body image, 
social media, influencers, and online advertising. We will continue to support these 
efforts to promote media literacy among the next generation and online harms regimes 
are put in place. 

 


